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Preface

Accurate data on end-use energy demands has become increasingly important for
forecasting as utilities integrate demand-side programs into their resource plans. For
California’s residential sector, a major source of this information has been provided by
mail surveys administered by the major utilities.

To assess the opportunities for improvements in residential survey design, data col-
lection and analysis, and, ultimately, demand forecasts, the California Energy Commis-
sion (CEC) has sponsored five research projects at four University of California cam-
puses through the Universitywide Energy Research Group (UERG). This volume con-
tains summaries of the first year efforts of these projects. The summaries have been
assembled to introduce major findings and policy recommendations in preparation for a
jointly sponsored CEC/UERG conference for CEC and California utility staff members.

In the first paper, Dane Archer, Elliot Aronson, and Tom Pettigrew of the Sociology
and Psychology departments at U.C. Santa Cruz present an analysis of sampling and
survey or unit non-response biases in the 1983 Los Angeles Department of Water and
Power (LADWP) and 1983 San Diego Gas and Electric (SDG&E) residential surveys. In
the second paper, Trudy Ann Cameron of the Economics department at U.C. Los
Angeles develops an innovative econometric technique to evaluate participants in
utility-sponsored residential retrofit programs in the LADWP service territory. In the third
paper, C.W.J. Granger and Halbert White of the Economics department at U.C. San
Diego analyze several SDG&E residential surveys to estimate structural changes in unit
energy consumption (UECs) over time. In the fourth paper, Bruce Hackett, Howard
Schutz, and Loren Lutzenhiser of the Sociology department at U.C. Davis use a SDG&E
residential survey and Census data to evaluate the benefits of disaggregating residential
energy forecasts along social dimensions. In the fifth paper, Paul Ong of the Architec-
ture and Landscape Planning department at U.C. Los Angeles, and Nirvikar Singh and
Suzanne Holt of the Economics department at U.C. Santa Cruz study methods to
correct for question non-response using a PG&E residential survey and subsequent
audit information.

The Program in Analysis of California Energy Consumption Data was managed by
Tom Gorin for the California Energy Commission. The first year program coordinator for
the Universitywide Energy Research Group was Carl Blumstein. Valuable direction for
the Program was provided throughout the course of research by Mike Jaske, Chief
Energy Forecaster for the California Energy Commission.
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This paper summarizes findings from a larger study conducted for the Pro-
gram in Analysis of California Energy Consumption of the California Energy Com-
mission (CEC) and the Universitywide Energy Research Group (UERG), University of
California. In the first section of the paper, we highlight the major findings
of the larger study, followed by a brief review of common sources of bias in
sample surveys. We then present some general findings from our analysis of two
Residential Appliance Saturation Surveys (RASS), and conclude with a summary of

recommendations for minimizing biases in future RASS.

SUMMARY OF FINDINGS

This study examines the importance of response rates for RASS surveys.
When there are large and systematic nonresponse biases, survey results cannot be
confidently generalized to the population of interest. It is important, then,
to test for the possibility of such biases in RASS surveys.

The CEC staff provided two 1983 RASS surveys for analysis - the Los Angeles
Department of Water and Power RASS (LADWP) and the San Diego Gas and Electric
RASS (SDG&E). Our study demonstrates serious nonresponse biases in both surveys
and recommends a series of changes for future RASS surveys to alleviate the
problem.

The 19¢3 LADWP RASS contains two large sampling biases. The first involves
a sampling frame bias int:roduced by excluding all customers with less than siXx
months of valid electric meter readings. This exclusicn eliminated 300,000 cus-
tomers. The second bias emerged from the low total response rate of 33.3% - far
below the standard of 75 to 80%. Both of these biases tend to exclude small
energy users. When combined, they caused a sharp overrepresentation of higher

socio-economic status respondents who tended to uce more electricity, to have

more appliances, and to have taken more conservation measures than other custo-
mers. We estimate that these biases led to constant errors in excess of 50% for
selected appliances.

Are such biases shared by other RASS surveys? To find out, we analyzed the



RASS BIAS

1983 SDG&E RASS. While no sampling frame bias was uncovered, this survey, too,
suffered from systematic nonresponse bias. It obtained only a 51% total
response rate; and the biases thus introduced were similar to those uncovered in
the LADWP study. Lower-status customers were significantly less likely to have
responded. Hence, once again energy usage, appliance ownership, and conserva-
tion measures tend to be overestimated by the SDG&%E RASS results. While not
quite as extensive as the LADWP biases, these SDG&E problems could, for selected
dependent variables, approach an error rate of 50%.

We conducted an extensive review of the research literature to see if there
are effective techniques for correcting for nonresponse biases after the fact.
Our conclusion is that such "patching" methods are at best cruds approximations;
and, indeed, they cannot be generally applied to past RASS data because the data
needed for their use have generally not been recorded. This review leads us to
a set of recommendations for future RASS studies that would allow the utilities
and the CEC to monitor more carefully and correct for similar biases 4in the
future.

In the concluding chapter of our final report, we offer a complete set of
recommendations for a new RASS survey design - one that would sharply alleviate
nonresponse problems and allow more confident generalizations in the future.
The essence of these recommendations revolves around a different survey philoso-
phy that emphasizes far smaller sample sizes and far higher response rates. No
greater costs would Dbe involved; indeed, there might well be modest cost sav-~
ings. The need to enlarge the size of particular subsets of households can be
efficiently handled by wider use of refined stratification and oversampling.
But the key goal is to pursue reluctant respondents. Toward that end, we recom-
mend three mail waves (rather than the present two) in addition to the final
phone wave and the use of Dillman's Total Design Method (TDM). The larger
report provides details for these recommended procedures together with an exten-

sive bibliography that supports them.
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SURVEY BIASES

Problems of nonresponse and other biases in surveys are typically treated
like the weather. Everyone who depends on survey data knows at least vaguely
about survey biases, worries about them on occasion, and hopes for the best.
But rarely does anyone dc anything about them. Indeed, survey users often sim-
Ply ignore, on critical occasions, the error introduced by survey biases. They
may even come to regard survey biases as "benign" when there are actually seri-
ous problems.

The intent of any survey is to represent accurately the population from
which it samples--that is, the sample should closely resemble characteristics of
the population. Otherwise, survey findings cannot be generalized beyond the
sample and back to the population of interest.

Important issues in survey methodology will be discussed in the following
sections: sampling error, sampling frame bias, sample size and selection,
response rate, and nonsampling bias (including nonresponse and other errors).
Discussion is limited to the most important of the errors and biases inherent or
potential in all sample surveys.

Figure 1 and the corresponding Glossary provide a convenient summary of
"Total Survey Error." The flowchart in Figure 1 indicates how a survey is sub-
ject not only to survey error, but also a variety of survey biases. Note the
downward branching from total survey error. The end branches trailing off to
the right signify the main steps which need to be assessed and, if possible,
neutralized. The survey researcher should start at Step 1, nonresponse bias,
making sure that the response rate is sufficiently high enough to eliminate this
as a possible significant bias.

The researcher can then progress upwards to Step 2, sampling frame bias,
making sure that the sample selected is a probability sample in which there are
no systematic differences between the universe and the sampling frame. Assuming

that serious sampling frame and nonresponse biases are not present, the
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researcher can then compute the sampling error and assess the survey's preci-
sion. It is a major theme in this paper that surveys can be invalidated by any
of a series of errors and biases and that, contrary to lay conceptions about

survey research, sampling error is only one of these.

Figure 1 Assessing Total Survey Error.

TOTAL SURVEY ERROR

SURVEY BIAS SAMPLING ERROR Step 3
NONSAMPLING BIAS SAMPLING FRAME BIAS Step 2
OTHER ERRORS NONRESPONSE BIAS Step 1
(e.g., field,
questionnaire,

response, and
processing errors
and biases)

(Refer to Glossary of Survey Terms for Definitions.)
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Glossary of Survey Terms

1.) Total survey Error = The sum of errors of all types that affect the ac-
curacy (i.e., difference between a sample statistic and a corresponding po-
pulation parameter) of a survey.

2.) Sampling Error = Expressed as the standard error, sampling error is an
estimate of the variability of the sample mean around the population mean.

3.) Survey Bias = That part of total survey error which includes all biases
from samples (sampling frame bias) as well as in complete censuses (non-
response bias).

4.) Sampling Frame Bias = Sample selection procedures which fail to provide
each population element (person) with an equal chance for being selected in
a probability sample.

5.) Nonsampling Bias = Factors resulting apart from the accuracy of the
original sample--most notable of the nonsampling biases is nonresponse
bias--i.e., failure of sampled individuals to complete part or all of a sur-
vey.

6.) Nonresponse Bias = Occurs when (1) there is a failure to obtain obser-
vations on some members of the sample, and (2) there are systematic differ-
ences between respondents and nonrespondents.

7.) Other Errors = A catch-all grouping, referring to the difference
between the true and the observed measurements. The difference may be sys-
tematic (bias) or random (error). Examples of such errors and biases in-
clude, but are not limited to: poorly worced questions, biased response pat-
terns, and mechanical or other data entry problems.

Sampling Error

Expressed as the standard error, sampling error refers to the variability
of the population estimates around the population mean from repeated samples.
With increasingly large samples, this variability decreases. But, as we shall
note later in recommending smaller, more precisely drawn samples, the decrease
in the size of the sampling error with larger samples rapidly diminishes as the
sample size rises. Thus, far smaller samples than those typically drawn in past
RASS surveys will still retain appropriately small sampling error.

Two additional and related points concerning sampling error need to be
stressed. Strictly speaking, sampling error is not "sampling bias." Sampling

error is merely variable error that tends to reduce in magnitude as the sample
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size reaches sufficient numbers. Sampling bias involves constant error; and it
does not decrease as the sample size increases (Yates, .1981). Yet there is
often a confusion between sampling error and sampling bias.

We have noted claims in several RASS reports of minimal sampling errors due
to large sample sizes as if this removed all problems of survey bias. For exam-
ple, citing confidence limits of 3% "error" can provide misleading assurance to
an unwary reader. It would apply in practice when representative sampling and a
100% response rate had been obtained. But when a more typical RASS response
rate of 55% applies, combined with occasional sampling frame bias, the true

total error rate is far greater than 3% because the sampling frame bias and non-

response bias may be orders of magnitude larger than the sampling error. The
reader will recall from Figure 1 that the total survey error not only involves'
sampling error (which is usually reported) but also nonresponse bias, sampling
frame bias, and other errors (which are rarely reported and calculated as part
of the total survey error). Our report provides concrete examples of the debii-
itating effects that nonresponse bias and sampling frame bias have on total sur-
vey error in RASS.

This critical distinction between sampling error and nonresponse bias is a
basic differentiation that is critical to the recommendations of our study. In
brief, we believe that RASS surveys have in the past focused too much attention
on reducing sampling error with huge samples at the expense of nonresponse bias.
In the final chapter of our report, we propose a set of recommendations for

future RASS that redress this imbalance.

Sampling Frame Bias

Bias, as defined by the sampling expert Leslie Kish, "refers to systematic
errors that affect any sample taken under a specified survey design with the
same constant error" (1965, p. 509). While sampling error decreases as the sam-
Ple size approaches the population, sample bias remains as constant error which

does not decrease with larger sample sizes.
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Most troublesome of the sampling biases is sampling frame bias. The sam-
pling frame includes the procedures to account for all the elements in the
universe as well as an actual listing. A perfect frame is one that includes
every element once and only once. Sampling frame bias occurs when there are sys-
tematic differences between the universe and the sampling frame. In the present
case of RASS surveys, sampling frame bias would arise when there is a systematic
difference in energy usage between the population of a utility's households and
the sampling frame from which the survey sample was drawn.

In the larger report we note in detail precisely such a sampling frame
bias. The LADWP RASS of 1983 excluded from its sampling frame all customers
without valid electric meter readings for six months. This decision eliminated
over 300,000 customers from the sampled universe. Though we are unable to test
it directly, there are good reasons to believe that the excluded customers
tended to be considerably smaller users of electricity than those retained in

the sampling frame.

Sample Size and Selection
One common misconception holds that increasing the size of the sample in
order to acquire more responses to the survey reduces the problem cf nonresponse

bias. On the contrary, "Once the planned sample Ei large, say equal to 1,200,

increasing the siZe 9{ the sample even dramatically does not alleviate non-

response bias" (Wayne, 1975-1976, p. 559, emphasis in original). It is critical

to realize that the total survey error (which includes sampling error, sampling
frame bias, and nonresponse bias) is calculated from the total sample, not just
from the respondents.

Generally, the size of the sample will depend on the degree of accuracy
required for the sample (sampling error) and the extent to which there is varia-
tion in the proportion of responses for important questions asked. There are
diminishing returns for increasing sample sizes, since beyond a certain point

the extra precision gained by increasing the sample siZe does rot outweigh the

10
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additional costs involved. Many survey companies limit their samples to 2000
since the cost of generating larger samples has insufficient payoff in terms of
accuracy (de vVaus, 1986).

As is well known, the fundamental property of probability samples is that
each unit has an equal chance of selection. Or, if different sampling ratios
have been used, these ratios are known and the data can be weighted to retrieve
the population estimates just as if each unit had an initial equal probability
of selection.

This straightforward handling of probability sampling was on occasion
violated in the RASS studies we reviewed. In the LADWP RASS of 1983, for
instance, the sampling frame bias just cited was compounded by the drawing of a
non-probability sample. Thus, the number of customers selected from each sam-
pling cell remained at the original one per cent target in spite of the biasing
fact that different proportions of customers had already been removed from the
sampling cells by the length of residence selection. 1In other words, the LADWP
RASS of 1583 had its sample drawn as if the sampling frame bias of removing new
customers had not taken place. Consequently, longer-term customers retained in
the sampling frame who lived in highly transient areas where a large proportion
of new customers had been screened out had a far larger probability of selection
than other longer-term customers living in stable areas with relatively few new

customers screened out.

Stratified Sampling

One common misunderstanding about probability samples is to regard them as
"representative” - that is, that such samples will accurately reflect the pro-
portions of various subgroups within the population. But if the sampling design
did not originally attend to these subgroups, sampling error may produce propor-
tions widely divergent from their true proportions - especially for relatively
small subgroups. The effective way to handle this problem is to stratify for

the subgroups of particular interest in the original sampling design.

11
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Stratification essentially involves multiple probability samples - a separate
one for each subgroup for each subgroup cell (e.g., heavy users in a particular

climate 2zone) - with the cell sizes set to their known ratios in the universe

(population).

The total sample size is often dictated by the sample size needed for the
smallest subgroup - though special oversampling can be done of important sub-
groups. According to Hoinville et al. {1978), the smallest subgroup should have
between 50 and 100 members. In most surveys which explore variations within the
population, samples of 1,000 to 5,000 are used, far fewer than the 15,000 often
sampled in the RASS surveys.

We observed that the two RASS surveys we examined did stratify for key
variables of interest. However, a constant one per cent sample (LADWP) and a
constant two per cent sample (SDG&E) was maintained for each strata, presumably
to maintain large enough cases for the smallest of strata (such as individually
metered multi-family dwellings in the Maritime Zone with electric space heating
who consume large amounts of energy). Greater use of disproportionate strati-
fied sampling designs are advocated in our final report. This technique offers
one answer (among others) to an objection we anticipate to our major recommenda-
tion for future RASS surveys to use far smaller samples in order to achieve much
higher response rates. Stratification, together with oversampling for important
subsets, offer a cost-saving means of achieving this goal without the necessity
of using enormous sample sizes.

While a larger sample size may indeed acquire more responses overall, the
smaller sample size allows for a more intense last wave (phone or personal
interview) to be given to the nonrespondents. This will decrease the non-

response rate which then leads to a more confident analysis of the data.

Survey Response Rate
This rate simply calculates the percentage of the original sample drawn

from whom at least a partial set of responses is obtained. There are several

12



RASS BIAS

types of nonresponders who often differ somewhat from each other: not-at-homes
(often single adults in large metropolitan areas; and blacks more than whites);
outright refusals (often married couples and older sample members in large
metropolitan areas); and a miscellaneous category of great diversity (e.g., no
fixed address or phone; illiterates; non-English speakers; the institutional-
ized; hence, this category is heavily overrepresented among the poor, single,
and elderly in large metropolitan areas) (Dunkelberg & Day, 1973; Mayer, 1964;
Smith, 1983). Note how the poorer and less educated - the lower socio-economic
status (SES) - sample mempers in large urban areas are highly likely to be among
the unsurveyed in all three of these categories.

This melange of types introduces a variety of different, and sometimes con-
flicting, biases. For some kinds of variables, these biases can prove either'
irrelevant or they largely cancel themselves out. If there are no constant,
systematic differences between the respondents and nonrespondents on the key
variables of interest, then no direct bias is introduced by the nonrespondents.
But, as our analysis reveals, the RASS surveys are not so fortunate.

The important point, however, is that response rates do not in themselves
measure survey bias even though they are highly and negatively related to the
potentiality of such biases. A quite high response rate, say 90%, largely elim-
inates the possibility of serious bias. While rates typical of the RASS surveys
- 35% to 60% - raise the possibility of extremely serious biases. In short,
serious nonresponse bias requires two conditions: a relatively low response rate
(below the 75% - 80% sometimes required on federal contracts) AND some sys-
tematic difference between the respondents and nonrespondents on the item of
interest (Fowler, 1984).

Often differential tests are made using demographic variables that are
known for the nonrespondents as indirect indicators of bias: Are the proportion
of men, college-educated, farmers, those over &5, etc., of the respondents sig-

nificantly different from the known proportions of the sampled universe? When

13
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the proportions are similar, it is sometimes claimed that there is no non-
response Dbias. But such claims overlook that the demographic tests are only
indirect indicators at best of any response bias on the non-demographic items of
interest. There may well be (and often are) critical differences between the
respondents and nonrespondents on the major variables of the study even when
their demographic distributions closely resemble each other. One strength of our
study is that we were able to analyze direct information on the nonrespondents
on a key variable of importance - their energy usage.

Virtually every study of the patterns of return for self-administered ques-
tionnaires shows that early returns are biased. Samples of data resulting from
returns of 50% or less almost always depart from the total sampled population.
This is especially true for data of the type collected in the RASS surveys,
since electrical consumption, appliance ownership, and conservation are directly
related to socio-economic status (SES). SES, in turn, is one of the best pred-

ictors of the propensity to return mail questionnaires.

Electrical Consumption

Households that failed to respond to the first or second mailing of the the
1983 LADWP RASS used significantly less electricity than those who returned the
mailed questionnaire (t=6.7, p<.001, two-tailed test). Similarly, households
not interviewed in the phone/onsite follow-up used less electricity than those
interviewed (t=1.7, p<.05, one-tailed test). As shown in Table i, those house-
holds in the lowest use category (<300 k¥Wh/mo.) had the lowest overall response
rate (29.2%). Households with medium use (300-499 kWh/mo.) had the next highest
response rate (35.1%), and higher users (>500 kWh/mo.) had a higher rate of
response (39.6%). These differences are statistically significant (Chi-square =
58.8, p > .001). When high users were further disaggregated, those using over
1000 kWh/month were found to ba the most likely to return the gquestionnaires,
with a response rate of 42.6%. These differential response rates suggest that

RASS data are representative of higher-volume electrical consumers.

14
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Aggregate data from the 1983 San Diego RASS also show that low-volume
electrical consumers were the least likely to return the questionnaires. Since
consumption data on individual nonrespondent households were not available for
San Diego, we were unable to replicate our L.A. findings. Nevertheless, many of
the same patterns of appliance holdings and conservation actions found in Los
Angeles were found in San Diego. In general, those wheo initially respond to the
RASS survey use more electricity, own more applicances, and install more conser-

vation devices than those who respond later.

Appliance Characteristics of Early vs. Late Respondents

The earlier a household responded to the the 1983 San Diego RASS, the more
likely that household was to own major electricity consuming appliances. Table
2 shows a statistically significant linear relationship between response wave
(1st mail, 2nd mail, phone) and the presence of selected appliances including
clothes dryers, air conditioners, portable electric room heaters, and built-in
electric room heaters. The figures in Table 2 apply to the simple presence of
air conditioning or clothes dryers in a residential complex. Equally consistent
findings obtain, however, for private ownership of these appliances. (&ir con-
ditioning, Chi-square = 29.9, p<.001; clothes dryers, Chi-square = 33.1,
p<.001).

Disaggregating by housing type shows that the trends evident in Table 2
nold for both single family and multi-family dwellings. Early respondents liv-
ing in single family homes are significantly more 1likely to have electric
clothes dryers (Chi-square = 17.4, p<.001), air conditioning (Chi-square = 21.0,
pP<.001), and either portablie or electric room heaters (Chi-square = 15.7,
pP<.001). Similarly, early respondents living in multi-family housing are signi-
ficantly more likely to have electric clothes dryers (Chi-square = 11.0,
pP<.004), air conditioning (Chi-square = 14.7, p<.001), and either portable or
electric room heaters (Chi-square = 7.3, p<.02). Relying on a RASS return sam-

ple that is predominantly composed of early returns (in 1983 San Diego RASS:

16
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72%=1st mail response, 20%=2nd mail response) overestimates the presence of

these and other appliances in the population.

Conservation Action

The relationship between conservation action and timing or difficulty of
response is &ven more pronounced, as evidenced in Table 3. Households returning
the 1983 SDG&E RASS questionnaire in the first mail wave were the most likely to
have undertaken some form of conservation, with 2nd wave mail respondents
slightly less likely to have undertaken conservation, and phone respondents
appreciably less likely to have done so (Chi-square = 183.6, p<.001). {1]

Two examples of specific conservation actions are also included in Table 3.
Adding ceiling insulation, the single most efficient conservation retrofit, was
most often undertaken by early returners. Over 50% of households returning the
mailed version of the RASS had installed ceiling insulation, compared to less
than 30% of RASS phone respondents (Chi-square = 128.7, p<.001). Similarly,
early returners were twice as likely to have participated in utility and govern-
ment sponsored conservation programs, including audits, loans, and tax credits
(Chi-square = 67.6, p<.001).

As with appliance holdings, early respondents were more 1likely than late
respondents to have taken conservation action, regardless of whether they lived
in single family or multi-family housing. Eighty percent of first or second
wave mail re;pondents in single family homes reported taking conservation
action, whereas 54% cf phone respondents in single family homes reported doing

so (Chi-square = 116, p<.00l). Fifty-eight percent of multi-family dwelling

[1] Conservation measures included in this RASS question were: (1) adding
ceiling insulation; (2) installing a water heater blanket; (3) installing a
clcck/setback thermostat; (4) installing a showerhead flow restricter; (5) re-
placing lightbulbs with lower wattage or fluorescent bulbs; (6) putting in
caulking or weatherstripping around windowes or doors; (7) putting in insulation
around water pipes or air ducts; (8) installing a swimming pool cover; (9) ad-
ding wall insulation; (10) adding an attic turbine ventilator; (11) adding win-
dow film, glazing, or external shading; or (12) reducing the temperature setting
on hot water heater.

18
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mail respondents had taken conservation action, whereas 28% of multi-family
dwelling phone respondents had done so (Chi-square = 47, p<.001). Similar
results are found when disaggregating by housing tenure. Early respondents are
significantly more 1likely +to have taken conservation action regardless of
whether they are homeowners or renters.

In addition to asking whether residents had installed ceiling insulation,
RASS question No. 32 asked if the residence had ceiling insulation. Similar to
the results reported above, early respondents were significantly more likely to
live in dwellings with ceiling insulation present. 74% of first wave respon-
dents reported that their dwelling had ceiling insulation, compared to 69% of
2nd wave respondents, and 65% of 3rd wave (phone) respondents (Chi-square =
30.9, p<.00i).

Early responding households do not represent the conservation actions of
later responding households. We estimate that nonrespondent households are even
less likely to have taken conservation actions than phone respondents, suggest-
ing a serious underestimation of future conservation potential based on RASS
data. This disturbing finding raises the possibility of prematurely concluding
that future conservation potential is more limited than it actually is. Basing
estimates of conservation saturations on RASS returns is unwarranted. Until
higher response rates are obtained, we cannot accurately predict appliance
saturation, nor the extent of past or potential conservation program utiliza-

tion.

Overall Bias in Residantial Appliance Saturation Surveyvs

For the LADWP RASS we find that the two major forms of bias uncovered by
our analysis are in the same direction: sampling frame decisions and overall
nonresponse tended to result in estimates of the "average" household that were
actually repreéentative of households with higher-than-average socio-economic-
status (as measured by Census data on income, education, and homeownership).

This produced RASS survey results that overestimated households with higher
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electrical usage, more appliance hcldings, and more conservation installations.

While sampling frame biases for the 1983 San Diego RASS are not as severe
as for the 1983 LADWP RASS, the nonresponse biases are equally significant. In
spite of higher overall response rates, the SDG&E RASS data are not representa-
tive of the population they are intended to represent. While conflicting biases
lessen some of the impacts of the nonresponse problem for San Diego, marked
differences remain. In general, the San Diego biases are similar to those found
in Los Angeles, with lower socio-economic-status households less 1likely to
respond to the RASS survey. Again, this produced RASS data that overrepresented
moderately high-volume customers, those with more appliances, and those who had
installed conservation devices.

While we cannot precisely estimate the impact of each form of bias from the
available data, we conclude that the sampling frame biases and nonresponse
biases combine to produce substantial survey bias. This bias probably exceeds
50% for selected appliances, and far outweighs the normal sampling error
inherent in all survey research. Our conclusion, summarized below and presented
in our final report, is that efforts should be directed tcward the collection of
more valid data, rather than trying to correct for bias by adjusting the

severely flawed 1983 data.

A DIFFERENT SURVEY PHILOSOPHY

We believe that more efficient survey methods could improve the forecasting
potential of the RASS surveys. On the following pages we present suggestions
for conducting future RASS surveys that will substantially increase the validity
of results and will allow for more accurate estimates of energy consumption and
conservation potential in California.

Our recommendations are predicated on a survey philosophy that is somewhat
different f{from that expressed in documents describing sample selection criteria
for past RASS surveys (e.g., McCarthy, 1981). Our strategy entails the vigorous

pursuit of relatively few subjects and is based on a philosophy that stresses

21



RASS BIAS

the importance of eliminating systematic biases, especially nonresponse and sam-
pling frame bias. Previous RASS surveys have utilized extremely large samples,
based on a philosophy that stressed the importance of minimizing standard errors
as computed from statistical formulas.

Following the accumulated wisdom of five decades of research on survey
bias, we strongly recommend a leaner research design that entails the serious
pursuit of reluctant respondents. The only way to limit nonresponse bias is to
increase the response rate. Consequently, we recommend a variety of procedures
to ensure response rates in the 70%Z to 80% range. These include three mail
waves, postcard reminders, and an intensive effort on the fourth wave telephone
interviews to reach reluctant respondents. By limiting initial sample sizes, we
suggest that the rigorous procedures we recommend for ensuring high response
rates will be no more costly than current RASS. The procedures we recommend are
practical and well-tested, and have the potential for producing unbiased esti-

mates of appliance saturations throughout California.

SUMMARY OF RECOMMENDATIONS

In this section we summarize scme of our major recommendations for minimiz-
ing RASS bias. The first three suggestions are taken from Chapter 4 of the

final report, and address the problem of nonresponse:

1. EXternal population checks should Qg routinely made for each RASS between

the respondents and both the nonrespondents and the population. These checks
should be run on all relevant and available demographic variables, such as SES
and urban-rural, as well as on energy usage as determined from bills. This
assumes that variables and their values have been standardized according to

Census format.

2. The final phone wave needs to be more fully utilized to help assess each

RASS nonresponse bias by: (a) routinely keeping a data sheet on each nonrespon-
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dent, including data on why the interviewer was not secured, times of the day
called, primary home language, etc.; (b) for respondents, additicnal questions
should be added to the mail questionnaire, including the number of times called
and some availability at home information beyond that already tapped in the mail
data; (c) calls to those who initially refused (either in the mail or phone
waves) made by a specialist and with extra data gathered on those who do grant

interviews in order to assess refusals' characteristics.

3. An additional probability sample should be drawn for each RASS of the non-

respondents of the previous RASS who reside at the same address as previcusly.
As suggested by Kish, these data could then be used as replacements for similar

nonrespondents in the current RASS.

The following steps summarize Dillman's (1978) Total Design Method
presented in section 5.2 of the final report. These guidelines represent our
study's more important and practical recommendations for designing and imple-
menting nigh quality surveys.

TOTAL DESIGN METHOD (TDM)

WEEK 0. The Original Mailing -- FIRST WAVE
* sent first-class, on a Tuesday
* with a carefully composed cover letter.

WEEK 1. Postcard Reminder
* thanks those who already responded and
* reminds those who have not.

WEEK 3. Letter and Replacement Questionnaire =-- SECOND WAVE
* sent first-class to all nonrespondents,
* with a shorter and more insistent cover letter.

WEEK 7. Letter and Replacement Questionnaire =-- THIRD WAVE

* this time sent by certified mail to all nonrespondents.
WEEK 9 Letter Reminder
sent to a one-third sample of the nonrespondents, to
thank those who already responded,
remind those who have not responded, and
alert the nonrespondents to a forthcoming phone interview.

* X % % 0

WEEK 1

o

. Phone Survey -- FOURTH WAVE

a minimum of seven recalls for the hard-to-reach,

all refusers to be given one last call by a specialist,
utilize the Kish replacement interviews, and

collect additional data to assess nonresponse bias
(e.g., number of times called, home language).

* % % X %
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The reader should note that there are other critical issues related to sam-
pling not included in the above list. As emphasized in the final report, we

recommend:

1. Total sample sizes designed in the 1,000 to 1,500 range, which maximizes

resources for more efficient follow-ups of the temporary nonrespondents. The

final response rate should be in the 70% to 80% range for RASS.

2. A careful review of the rationale for specific stratification designs. If

it is determined that extremely small strata must be maintained, we suggest that
these strata be oversampled, with results weighted back to the population at

large to represent their true proportion.

3. Results 22 combined over several surveys, or focus on selected subgroups in

alternate surveys, in order to enlarge special subsets of customers efficiently.

4. 4. The use of a general package of techniques (as explained in +the final

report, section 5.2) in the design stage, including saliency, sponsorship, and

incentives which can dramatically increase response rate.

5. To facilitate the analysis of future RASS, additional recommendations are

presented in the final report concerning the collection, standardization, provi-

sion, and retention of data.
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ABSTRACT

Sometimes policy makers seek to influence economic activity by providing
information, rather than by manipulating relative prices. We formulate a
utility-theoretic model for households’ decisions to install attic insulation
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Energy Audit Programs and Household Energy Retrofit Activity
Abbreviated Report for CEC/UERG

Trudy Ann Cameron and Matthew Wright
Department of Economics, UCLA

1. Introduction

"Energy audit" programs have been widely advocated. By providing
reliable information, they are intended to increase households’ energy
conservation retrofit activity even though the actual costs and benefits are
unchanged. How successful have energy audit programs been in stimulating
retrofit activity? And how do audit programs compare with alternative market-

oriented methods for encouraging greater retrofit activity?

2. Modeling Energy Audits and Household Conservation Retrofits

We use a fully utility-theoretic specification for a household’s simple
discrete choice regarding whether or not to install attic insulation. A
recent labor economics model of program participation (Bjorklund and Moffitt,
1987) can be adapted to our discrete choice case. 1In the context of energy
retrofit decisions, the traditional continuous earnings variable (Yi) is
replaced by an unobservable "propensity to retrofit" variable, which we
interpret as the "utility difference due to retrofitting.” Assume that each
household’s retrofit decision is based on the level of indirect utility it
expects to enjoy with and without the retrofit. Households derive utility
from "space heating,” "space cooling,” and a composite of "all other goods and
services." We view a house as a structural shell which retains heat (during
space heating) and prevents heat gain (during cooling). Fuel (or electricity)
is required to operate heating or cooling equipment, but fuel inputs do not
themselves confer utility. Only when they are combined with the capital
services of the heat generating (or removal) equipment and the structural
shell do they result in the "space comfort" outputs which do provide utility.

As in Cameron (1985), we first consider each household’s expenditures on
heating and cooling fuel. Demands for these inputs will be derived from their

demands for space heating and space cooling:

(1)  heating: (PF,)f, = PF, (1/E) U ( HDD, - HDD )

cooling: (PFc)fc = PF_ (l/Ec) U ( ChD, - CDDi)
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where PF, and PF_ are the per-unit prices of the household's primary heating
fuel and cooling fuel, respectively; f, and f, are the nominal quantities of
heating and cooling fuel; E and E  are the approximate efficiencies of the
heating and cooling equipment; U is the total "lossiness" of the structural
shell (in BTU's per degree day); HDD_ and HDD, are outside and inside heating
degree days per year; CDD, and CDD, are outside and inside cooling degree days

per year.!:2

Decisions regarding the two types of capital--heat generating
(or removal) equipment and the structural shell--are considered medium-to-
long-run investment decisions. The amount of temperature compensation is a
short-run consumption decision (i.e. thermostat-setting behavior). Local
variations in climate will be the primary determinant of the amount of heating
(HDDi - HDDO) and cooling (CDDO-CDDi) households actually consume.

Indirect utility will depend on the household’s opportunity sets under
each retrofit alternative, which reflect income net of annualized® retrofit
costs, Y - C, and the "prices" of marginal units of space heating or space
cooling: P, = PF, (1/E)) U and P, = PF, (1/Ec) U.

The total U factor in each marginal price will depend upon the size of
the house, its configuration, and the materials from which it is constructed.
But it will also depend upon the household’s decision regarding whether or not
to retrofit for energy conservation. By retrofitting, the household gives up
some income but also decreases its prices of heating and cooling by reducing
the lossiness of the structural shell. If households perceive that the
maximum level of utility they can attain with the retrofit exceeds that
attainable under the status quo, they retrofit. From each household’s
decision, we can infer something about the configuration of these households’
indirect utility function, V*.

A household will retrofit if V(Y - C, pha, pca) exceeds V*(Y, phb, pcb),

where C is the cost of the retrofit measure and the superscripts on the prices

! These expenditures are distinct from the total fuel expenditures which would
appear on the utility bill, since these fuels are frequently used for cooking
or water heating as well.

Z vInside” degree days can theoretically be positive or negative, depending
upon whether the household over- or under-compensates for the total number of
outside degree days by its thermostat-setting behavior. Since this behavior
is unobserved, however, we end up setting inside degree days to zero in
practice.

® We must arbitrarily select a planning horizon for households. Four Yyears
seems reasonable, so we take annualized costs to be .25 times total cost. The
results are not particularly sensitive to this choice.
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denote the "after-retrofit" (*) and "before-retrofit" (b) prices of space
heating and space cooling with P < phb and p * < pcb. We ignore for now the
effect of the audit program. However, we cannot fully observe the
determinants of V*, so we assume that utility can be decomposed into an
observable component, V, and an unobservable normal error component, €. We

can then write:

(2)  Pr(retrofit) = Pr [ V(Y - C, p,*, p,®) + ¢, > V(Y, p>, p®) + ¢, I,

= Pr[ (e - ) <V -G ps p® - VY, pb p) ]

where the error difference (eo - el) is now treated as a single normally
distributed random variable.

Our full retrofit model with its discrete outcome variable can be made
explicit as follows. For each household i, unobservable variable R *, equal
to V(Y-C,pha,pca) - V(Y,phb,pcb), is the amount by which the household'’s
anticipated indirect utility with the retrofit exceeds that without it. The
observable manifestation of Ri* is Ri. If Ri* > 0, the household retrofits
(Ri = 1); otherwise, the household does not retrofit (Ri = 0). Ti* is an
unobservable continuous variable which we will call the household’s
"propensity to take an energy audit." T, takes on a value of one if T,* is
positive (audit) and zero if Ti* is negative (no audit). The exogenous
variables affecting the retrofit decision are X,; the benefits of an audit are

Zi, and the costs of an audit are E&. The structure of the model is:

(3) R; =1 if Ry* > 0; R, = 0 otherwise

i
(4) Ri* = x48 + a;T; + €4
(5 Ti =1 if Ti* > 0; Ti = 0 otherwise
(6) Ti* = a; - ¢i, where
(7) oy = Z;6 + uy
(8) by = Wyn + vy

Without an audit, households face uncertain costs and savings from
retrofitting. Because retrofit savings and cost information is commonly given
in per-square-foot terms, total uncertainty is likely to be proportiomal to
the square footage of the house. We assume that the expected values of

retrofit costs and savings match the "certainty" values provided by the audit
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but that, because of uncertainty, retrofitting without an audit is a "gamble."
With risk aversion, the utility from the gamble will be lower than that from
the expected levels with certainty. Thus, we assume that ex ante anticipated
post-retrofit indirect utility differs systematically between audited and non-
audited households by an additive "uncertainty reduction" term, proportional
to square feet. The coefficient on this variable should be positive.

But the decision to take an energy audit is not necessarily exogenous.
Volunteering to take an audit may imply relatively stronger "energy awareness"
which may also be positively correlated with retrofit activity. Self-
selection into the audit program could seriously bias the audit coefficient in
a simple discrete choice model for the retrofit decision.

Our submodel for audit program participation assumes that there are both
benefits and costs associated with taking an audit. The increase in expected
post-retrofit indirect utility due to uncertainty reduction is the primary
"benefit" of an audit (ai). The costs (¢i) reflect the inconvenience of
arranging for the retrofit--someone must be at home to admit the auditors and
their equipment. Thus, the opportunity cost of time (i.e. income) will
inversely affect the probability of taking an energy audit. It is also costly
to find out about the advantages of audits. Less-educated households may be
less well-informed, so the educational attainment of the household head is
also included.

See our longer paper (Cameron and Wright, 1987) for details of the
reduced form and of the stochastic structure of this model. These assumptions
allow the unknown parameters to be estimated by full information maximum

likelihood techniques.

3. Data

We utilize a dataset generously provided by the Los Angeles Department
of Water and Power: their Residential Energy Survey for 1983. Our estimating
sample includes 969 respondents living year-round in resident-ownéd, single
family detached homes.

The "program" participation question on the survey reads: "Have you had
a home energy survey of your residence?" The retrofit question asks
respondents to indicate whether they added ceiling insulation "last year,"

"prior to a year ago," "never," or whether they were "not sure." The two
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positive responses were merged and households responding "not sure" were
dropped from the sample.*

Table I summarizes the acronyms, means, and standard deviations of the
constructed variables used for estimation. For the unweighted sample, 313
households neither took an audit nor retrofitted, 134 did both, 63 took an
audit but did not retrofit and 459 retrofitted without taking an audit. The
observed relative frequency of retrofitting given that an audit was taken was

.680, as opposed to a relative frequency of .595 when an audit was not taken.?>

4. A Quadratic Indirect Utility Function with Sociodemographic Shifters

Our basic indirect utility function is quadratic:

(15) V=BY+B,p +B8,p, +B, Y+ p2+8 p?2
1 2 th 3 Te 4 5 *h 6 e

+8,Yp, +B, Yp + B8P, P

c

However, it is the difference between (expected) utility after the potential

retrofit and (known) utility without the retrofit which is presumed to

determine retrofit activity:

(16) AV =V -V = By + BL(XY-C - Y) + B,(p,* - phb) + By(p.* - P

*ALA-0F - Y+ B1(p,"% - (BD2] + B,L(p.D? - (p.2)?]
+ B L(Y-O)p,* - Y p "] + B[(Y-C)p®* - ¥ p ]

+ B,(p,* p.* - p,° D).

The same parameters appear in AV as in V.

We have allowed for systematic variation in the indirect utility
parameters by examining the data to determine which B coefficients in equation
(16) seem to be influenced by household-specific variables. Rudimentary
specification searches suggest: ﬂ1 =7+, HSZi, ﬁz =7 +7, DNEWi, and
B, = 75 + Yg SENS,. The number of household members (HSZ) for a given level of
total household income will affect the household’s decision-making process
with respect to the allocation of income. If the household has not Vet

experienced the full cycle of seasons in this particular house (DNEW = 1),

* It is conceivable that the attic insulation might predate the audit, but we

must assume that such events are infrequent.

> We are implicitly assuming that sufficient time has passed between the audit

program and the time of this survey for the full effects of the audit program
on retrofit activity to be realized.
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Table I

Variable Acronyms and Descriptive Statistics
(n = 969; owner-occupied single family dwellings)

Acronym Description Mean or Proportion (std.dev.)
( Weighted )

RETRO household retrofitted with attiec insulation 0.5732

AUDIT household had an energy audit 0.1946

Y household income ($ 000) 36.66 (22.77)

c retrofit (full) cost ($'000) 1.519 (0.6298)
phb price of heating (before, $/HDD) 0.5651 (0.2211)
phg price of heating (after, $/HDD) 0.2812 (0.09613)
P price of cooling (before, $/CDD) 0.5852 (0.6593)
P> price of cooling (after, $/CDD) 0.3105 (0.3166)
HSZ number of people in household 2.805 (1.389)
DNEW =1 if occupied house for < 1 year 0.02667

SENS =1 if children or elderly present 0.4112

SQFT square footage of house ('00) 17.14 (6.997)
EDUC education of household head (years) 14.39 (2.762)
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they may not yet fully appreciate the costs of not retrofitting, or may not
have had the opportunity to retrofit. SENS captures differences in
temperature variation tolerance of different types of households. Those with
small children or elderly people present (SENS = 1) tend to keep interior
temperatures within a narrower range. Households having only non-aged adults
and school age children seem more resilient to temperature variation and also

have fewer inactive people around the house during the daytime.

5. Results and Interpretation

Despite the multicollinearity among many of the variables, we still
achieve statistically significant parameter estimates for a majority of the
parameters of the indirect utility function.®

Results for the joint model appear in Table II. We are most concerned
about the implications of the selectivity correction process for the estimated
coefficient on the AUDIT*SQFT variable, which is interpreted as the "program
effect.” Simple probit models for the retrofit decision alone imply that this
program effect is statistically discernible. But whereas the coefficient is
0.009347 in the simple quadratic probit model (not reported in detail in this
summary), it is only 0.005092 in the corresponding jointly estimated model,
and this revised estimate is not even remotely statistically significant. So
even admitting a correlation of less than 0.1 between just one of the two
pairs of error terms, the naive probit model overstates the effect of the

audit on retrofit behavior by almost double.

6. Simulations: the Practical Implications of the Fitted Models

Our primary interest concerns the implications of our model for the
predicted level of retrofit activity with and without the audit program.
Simulations will be based upon our model'’s within-sample predictions of
behavior.

. Of the 969 (weighted) households in our sample, 555.38 actually
retrofitted. Our model suggests that 551.00 households are predicted to
retrofit. 1In a counterfactual exercise, we can set AUDIT = 0 for all
households. Artificially removing the audits results in 544.91 households

retrofitting (lower by only 6.09, a 1.1% decrease).

® Of the 36 unique pairs represented by the nine utility function variables,
20 display correlations in excess of 0.6, 9 have correlations greater than 0.8
and 4 correlations exceed 0.9. Six variables are also strongly correlated
with SQFT.
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Table II

Parameter Estimates, Weighted Sample

(t-statistics in parentheses)
(n = 969;

single-family, owner-occupied dwellings)

Variable Jointly
Estimated
Model
1. RETROFIT DECISION MODEL:
constant 0.3423
(1.978)
(Y-C - Y) 3.315
. (2.991)
HSZ * (Y-C - Y) -0.2047
(-2.512)
(Pp® - PpD) -3.346
(-2.042)
DNEW * (p,2 - py°) 2.307
(2.047)
(r? - P -0.4917
(-0.9908)
(¥-0)2 - ()2 -0.0006275
(-0.03491)
SENS * (Y-C)2 . (v)2 -0.01868
(-3.147)
Pp®? - (22 5.118
(3.070)
(reH? - (p,2)2 0.4177
(0.9389)
[(Y-C)pp® - ¥ p,P) -0.03193
(-1.227)
[(Y-C)p .2 - ¥ p°] 0.02060
(2.959)
b_b
(? pc? - P PD) -1.398
€ ¢ (-1.969)
AUDIT*SQFT 0.005092
(0.3079)
2. AUDIT DECISION MODEL:
constant -1.912
(-6.968)
SQFT 0.01459
(1.990)
EDUC 0.05744
(2.847)
Y -0.001171
(-0.4595)
3. PARAMETERS FOR JOINT MODEL:
a‘(no audit)/ae(with audit) 0.9870
(4.174)
oof(with audit) 0.06276
(0.2688)
aef(no audit) 0.0
max log L -1078.23
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The discernible effects of energy audit participation on retrofit
behavior are very small. Is an audit program necessarily the most effective
way to encourage retrofit activity? Table III compares audit effects on
retrofit decisions with the apparent effects of other changes in the
consumption environment.

Using the parameters for the jointly estimated model, we first simulate
changes in energy prices, retrofit costs, and incomes. A 5% higher relative
price of heating fuel increases retrofit activity, implying an "arc
elasticity" of retrofit activity with respect to heating fuel prices of 0.61.
Arc elasticity with respect to the relative price of electricity (for cooling)
1s roughly 0.09. Simulated changes in real incomes suggest an elasticity of
only 0.12. If retrofit costs are adjusted without altering incomes, however,
an arc elasticity of about -0.58 seems to apply.

We can also use simulations to show that the presence of children or
elderly persons in some households contributed to roughly 30 of the retrofits
which took place. Likewise, if it were not for the 3% of recent movers who
have occupied their dwellings for less than a year, retrofit frequency would
have been higher by about five cases.

We can simulate the possible effects on retrofit activity of modest
changes in household sizes. The arc elasticity is roughly 0.14; increasing
average household size by 5% results in nearly four more retrofits in our
simulations. A 5% decrease in dwelling sizes results in 13.88 more retrofits
being done, implying an arc elasticity of about -0.50.

All of these simulation results based on the quadratic indirect utility
specification seem intuitively plausible. They are limited ceteris paribus
predictions, but they do provide us with helpful insights regarding the
identity and relative influence of factors which affect household energy

retrofit activity.

7. Conclusions and Caveats

We have presented an analysis of energy audits as an example of program
evaluation when the program in question merely generates information (which
reduces the uncertainty associated with households’ post-action utility
levels). We have adapted a suitable theoretical model from the literature on
manpower training and earnings effects to the discrete outcome case.

The dataset available for the audit/retrofit application presented in
this paper offers only very sparse information on the types of variables one

would ideally require to generate the effective prices of heating and cooling
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Table III

Summary of Simulations

Simulation Number Absolute Implied Arc
Retrofitting Change Elasticity*

fitted model (actual data) 551.00 - -

no audit participation 544 .91 -6.09 -

5% increase in heating costs 567.70 16.70 0.61

5% increase in cooling costs 553.65 2.65 0.09

5% decrease in retrofit costs 566.97 15.97 -0.58

5% decrease in real income 547.72 -3.28 0.12

5% increase in real income 554 .25 3.25 0.12
absence of children and elderly 520.36 -30.64 -
persons (SENS = 0)

no recent movers (DNEW = Q) 556.46 5.46 -

5% decrease in avg. hhld size 547.18 -3.82 0.14

5% increase in avg. hhld size 554,81 3.81 0.14

5% decrease in house sizes 564.88 13.88 -0.50

* Elasticities computed for 10% changes were the same to within 0.

cases.,
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with and without energy retrofits. Simple probit models suggest tangible
audit program effects, but unobserved characteristics of households apparently
make them more likely to retrofit and to take an audit. Self-selection into
the audit program means that the simple probit model gives the program
considerably more credit than it deserves for stimulating retrofit activity.

We should express two caveats. First, this study addresses only the
direct effects of the audit program. We cannot assess the externalities
generated by the program. A household may be induced to retrofit merely
because of publicity regarding the audit program, not because it participates
itself. However, if these effects are important, it would seem that an
intensive general public information campaign might be just as effective as
detailed audits conducted for individual households. Second, these findings
pertain to households in the service area for the Los Angeles Department of
Water and Power.

We have used our fitted models to simulate other counterfactual states
of the world besides the absence of audit programs. If energy conservation
retrofit activity is too low, it appears that the manipulation of retrofit
costs and heating fuel prices might be effective ways to encourage a more
socially desirable level of retrofits. Household-specific information
dissemination programs, such as the energy audits considered here, appear to

have a less discernible effect on behavior.
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1. INTRODUCTION

The goal of the research is to investigate trends in unit energy consumption using data
contained in the Miracle 4-6 datasets collected by SDG&E. If such trends can be clearly
identified, then they can be used to improve the forecasting performance of the CEC’s residential

demand model.

Our analysis does not reveal any clear trends in unit energy consumption. This should not
necessarily be interpreted as meaning that there are no such trends. It may be that the time
period investigated is too short to reveal such trends. It is also apparent in hindsight that the

Miracle datasets may not be well suited to the search for such trends.

Instead, our analysis very clearly shows that end use variables have an extremely small
explanatory contribution to make for energy consumption models which include lagged
consumption as an explanatory variable. Such models arise naturally in the investigation of the
trends we are interested in. Our finding suggests that forecasting models which take this fact

into account may usefully complement and supplement existing end-use forecasting approaches.

This brief summary is organized as follows. In Section 2 we discuss theoretical
considerations leading to the econometric models used in our analysis. In section 3 we describe
data characteristics. An overview of empirical results is discussed in Section 4. Section 5

contains concluding remarks.
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2. THEORETICAL CONSIDERATIONS

In the most general framework, the energy usage of an appliance (e.g., KWH per year can be
considered as a product of appliance efficiency measure (KWH/usage hour), conditional demand
for usage hours per year and an appliance ownership dummy, with these three variables
determined endogenously. This immediately leads to a complex simultaneous system including a
model of energy efficiency measures, a model of conditional demands, and a model of discrete

choice for the appliance portfolio.

Because the objective of our project is to explore possible trends in unit energy consumption
for a general appliance portfolio, our model must be able to handle a complete appliance stock.
However, consideration of a complete appliance portfolio yields a complicated nested logit model
for the discrete choice problem which is not empirically tractable (cf. Dubin (1985) Chap. 3) and
McFadden (1978)). We content ourselves with treating appliance ownership as exogenous

variables, as in Parti and Parti (1980).

The model formulated in our analysis is a specification of conditional demand for energy as
a function of relevant socioeconomic and demographic variables. This specification differs from
that of Parti and Parti in several respects. First, we treat efficiency measures as unknown
parameters which can be estimated. Second, our model explicitly takes into account lagged
consumption and some potentially useful demographic variables not considered by Parti and
Parti. Finally, we allow for cross-effects of appliance usage by including interactions of appliance
ownership variables as explanatory variables. The model is implemented by using yearly rather
than monthly observations. Yearly regressions allow us to focus on the short-run effects of the

appliance stock on yearly energy usage so that changing energy consumption behavior may be
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detected by examining the changes of parameters in regression results.

The inclusion of lagged consumption in our model is of great importance in our analysis.
Unlike previous work on unit energy consumption which does not consider possible interperiod
movement in energy consumption, our model explicitly allows for dynamic structure in the
determination of energy consumption. Our model suggests that the regression coefficient of

lagged consumption should equal one, an assumption which can be tested empirically.

3. DATA CHARACTERISTICS:

[A] Engineering Data:

The engineering data on unit energy consumption for certain appliances for the years 1980,
1981, 1983, 1986 and 1987 are available from brochures published by SDG&E. These numbers

provide useful benchmarks and are summarized in Tables 1 and 2.

Examination of Table 1 shows some weak downward trends for gas appliances, as well as a
good deal of random fluctuation, plausibly attributable to noncomparabilities from one study to
the next. An exception is for water heaters, which decline from 1.22 therms per day in 1981 to .6
therms per day in 1983 to 0.32 therms per day in 1987. In contrast, gas main heating increases
from .77 therms per hour to 1.09 therms per hour. Table 2 also reveals few clear trends for
electric appliances. For example, electric water heater usage exhibits an apparent 1/3 reduction

from 1980 to 1981 then fluctuates with some increases over the period.

As there are no definite trends in unit energy consumption apparent in the engineering data,

we proceed to an econometric analysis, as discussed in the previous section.

The data used in our regression analysis were obtained from SDG&E. The data comprise part of
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the "Miracle" Series collected by SDG&E for the purpose of obtaining information about
household appliance saturations and customer demographics for the area served by SDG&E. We

specifically use Miracles 4,5, and 6 for our analysis.

Each Miracle dataset contains customer responses to a questionnaire and the customer’s
consumption and billing history for natural gas and electricity. The Miracle 4 survey was
conducted in 1979 and resulted in 12,380 usable customer questionnaires. The Miracle 5 survey
was sent out in 1981 and yielded 8022 usable questionnaires. The Miracle 6 survey was

conducted in 1983 and resulted in 7600 usable questionnaires.

Weather data were also obtained from SDG&E, covering ten weather stations around San
Diego County. The data consist of daily highs and lows for each of these weather stations. Each

customer was assigned a weather station based on their zipcode.

For each data set the data were transformed from raw survey form into usable "dummy
variables" for the questionnaire items. Detailed information on specific variable transformations
is given in the complete report in separate Appendices. After dropping all observations for which
data were missing or unattributable, we arrived at samples of approximate size 8700, 3600 and
4000 for Miracles 4, 5, and 6 respectively in the electrical appliance regressions, and of
approximate size 7400, 3100, and 2900 for Miracles 4, 5, and 6 respectively in the gas appliance

regressions.

4. OVERVIEW OF RESULTS

We first observe that there is no simple relationship between the mean energy consumption

and the weather means. For example, the lowest gas consumption in 1984 (which might be
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thought to be largely for heating purposes) corresponds to the coldest average winter. Similarly,
the warmest summer, again 1984, does not correspond to an exceptional electricity consumption.
Thus, there does not exist a strong relationship between annual energy consumption and weather
patterns. Although we do not ignore possible weather effects in our analysis, they do not appear

to be playing a leading one.

The dependent variable in our regression equations is annual energy consumption in therms
or KWH. Explanatory variables used in our model include log income, lagged energy price, and
residence square footage. These variables multiply appliance ownership dummies, and they
appear in the regressions as interaction terms.

The models used for analysis are as follows.

() Model A1l uses only three demographic variables.

(i) Model A2 uses just the appliances dummies.

(iii) Model A3 uses three demographic variables and appliance dummies.

(iv) Model A4 is the "complete" regression, using demographic variables, appliance
dummies and appropriate interactions. A4a uses price interactions, and A4b uses log income
interactions. In order to investigate possible trends, we specify lagged consumption as a

dependent variable.
(v) Model BO uses just the lagged consumption and a constant.

(vi) Model B1-B4 correspond to the A-models but with the previous year’s consumption
also used as an explanatory variable. All models are estimated using an ordinary least square
estimation procedure. The standard errors and t-statistics are the White consistent estimates

(White (1980)). These estimates are consistent in the presence of heteroskedasticity of unknown
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form.

As there are many regression results, we only examine the overall picture. Tables 3 and 4
(Tables 8 and 9 in the complete report) give the R? values and the standard errors for electric and

gas models described above. We observe that:

(i) R? values are always higher for electricity regressions than for the corresponding gas

regressions.

(i) R? values are consistently larger for the B models (the model with lagged consumption)

than for the corresponding A models.
(iii) The simplest BO model has a higher R? value than A4, the most complicated A model.
(iv) Within the B models, there is very little difference in R? values.

Some of these observations can be explained by the fact that last year’s consumption
contains much more explanatory information about this year’s consumption than all of the other
explanatory variables used in the study. This is the clearest and most relevant result coming
from the project. Note that the standard error for the B0 model, which uses only lagged
consumption is typically only 1% or 2% different from the best B model, and less than half that

of the best A models.

This result is potentially useful for forecasting, as the only explanatory variable in BO is
lagged consumption. The other models contain explanatory variables that will themselves have
to be forecast in order to form a forecast of the dependent variable. This is particularly true for
the A models. To provide good forecasts, the coefficient on the lagged consumption should be

stable. We summarize these coefficients in Table 5 (Table 10 in the complete report).
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Examining Table 5 we see that down any column, that is different models for the same fuel
and year, the coefficients are very stable. Across years for any single model, the coefficients are
relatively stable for electricity consumption but less stable for gas. Using the coefficients for the
simplest model, B0, for example, the electricity coefficients have an average of 0.925 and the ratio
of maximum/minimum is 1.102; the gas coefficients have an average of 0.883 and max/min is

1.297. There is no evidence of any systematic movement or trend in these coefficients.

It may be no accident that the "instabilities" evident in the gas consumption coefficients
coincide with the movement from one survey to the next. Particularly disturbing is the large
change evident between 8212 and 83, a period which contains a 6 month overlap and has rather
similar weather patterns for the nonoverlapping period. This may indicate survey
incompatibilities which may well invalidate any comparisons one might wish to make across

survey years.

To investigate the relative importance of the various explanatory variables considered in the
project, a sequence of regressions of varying complexity was run for each year. That is, different
sets of explanatory variables are used in a variety of regressions. Although we do not present
details in this summary, some conclusions from this analysis can be given: (i) The regional
dummies, indicating different weather zones, have little explanatory value, particularly for gas
consumption. (ii) R? values are always higher for electricity models than for gas models. (iii)
Residence square footage, among the demographic variables, has the most explanatory value.

(iv) Lagged consumption has much more explanatory power than do all other variables.

It is interesting to note how few of the coefficients are "significant," i.e. coefficients have a

t-statistic of two or more in magnitude. Lagged consumption has a very high t-value, but, when
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it is present, very few other high t-values are observed. In terms of the model we considered, the
fact that there are so few significant coefficients on the appliance dummies can be interpreted as
evidence of essentially no statistically significant change in unit energy consumption from one
year to the next. This is in accord with the engineering data. Moreover, it is plausible that it
might take many years of strictly comparable survey data (i.e., a panel) in order to detect any
appreciable trends in unit energy consumptions. The Miracle data sets, because of inadvertent
but inherent differences across surveys (especially as apparent for gas consumption) may not be

equal to the task.

5. CONCLUDING REMARKS:

The original goal of this project was to investigate trends in unit energy consumption using
the Miracle 4, 5 and 6 datasets collected by SDG&E. Our statistical analysis has found little
evidence of any clear trends. Instead, we discovered that by far the most important explanatory
and effective predictive variable is past consumption. It is not surprising that past consumption
should play a key role. However, what is surprising is the extent to which past consumption
dominates all other predictive variables. Regression standard errors are two or three times as
great when past consumption is omitted. When demographic or end-use variables are omitted,
regression standard errors are affected by less than 1% in many cases. Independent demographic
information and end-use information appear to be not of second order importance, but of third

order importance when compared with past consumption.

Unfortunately, this conclusion offers little practical guidance in an environment in which

forecasts must be made using an inherently end-use oriented model. For such a model, forecasts
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of appliance saturations and unit energy consumptions are needed to drive the long-range
forecasting exercise. The available evidence reveals no clear trend in unit energy consumptions;
the engineering information which we presented in Section 3 turns out to be perhaps the most

directly relevant practical information in this regard.

Instead, what we have found suggests that the forecasting exercise (at least in the short to
medium run) may benefit from formulation and investigation of an approach which explicitly
recognizes that demographic and end use variables are summarized more effectively than
anything else by past consumption. In its simplest form, such a model would yield aggregate
consumption forecasts by summing over forecasts for each household, where forecasts are driven
primarily by past consumption behavior. The key elements of such a forecasting model then
become population and demographic forecasts, provided that the time series pattern of household
consumption within demographic groups is stable. The evidence we find for instability indicates
that further study of time series patterns across households is needed before such an approach
could be confidently advocated. At the very least, a true panel dataset would be needed to

conduct such a study. The Miracle datasets do not appear to be the best vehicle for such

investigations.
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TABLE 1

GAS APPLIANCES (therms per use)

|
Appl. YEAR 1980 1981 1983 . 1986 1987
Range @.26/hr @2.1825/hr @.11/hr @.994/hr ©2.219/hr
(per burner)
Oven @.11/hr @.18025/hr ©2.190/hr @.994/hr 2.977/hr
Dryer @.34/hr @.1538/1lcad|l @.165/1oad @.165/10ad|{@.118/1ocad
Water Heater 1.22/day ©@.59/day @.6/day @.39/day @.32/day
Mainheat @2.77/hr 1.102/hr 1.8/hr 1.3/hr 1.29/hr
Fireplace @.34/hr @.359/hr @.35/hr @.35/hr n.a
Pool Heater 1/hr 3/hr 3/hr n.a n.a
Spa Heater n.a. n.a 1.75/hr 1.837/ 1.89/
warmup warmup
B3Q Grilil D.2/hr @.178/nr 2.35/hr @.1886/hr 2.1338/har
Lir- n.a. n.a n.a n.a. n.a
concitioner
Source c¢f Energy Cost|| Energyv Cost‘Understanding Understand-||New Stucy
Information Calculatoril Calculator |[Your Energy ing SDG&E
(goid) (Erev) Rill/Energy Wha+t Energy||March 16
Use Worksheet||Costs
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TABLE 2

ELECTRIC APPLIANCES (kilowatts per use)

I
Appl. YEAR 1980 1981 1983 1986 1987

Range 1.125/hr 1/hr 1.1/hr 1.15/hr 2.637/hr
(per burner)

Oven 1/hr @.9/hr @.9/hr @.973/hr 1.21/hr
Dryer 4.875/H0OUR 2.5/1oad 2.5/1load 3.27/1load 3/1load
Water Heater 12/day 8.5/day 7.6/day 8.485/day 8.62/day
Mainheat n.a n.a n.a 30.6/day 30.6/day

Elect.
BElanket 2.75/hr @.8/hr ©.98/nr ©.088/hr 2.988/hr
pump 1.8/hr
o0l Keater n.a n.a n.a. n.a
| pump 1.8/hr
Sca Reater n.a r.a 28.7/warmup| 2£.83/
varmup
L= A | . i
fovic i ; !
ran | n.a n.a | r.a n.a n.a
1 '
! i
| Cenzral Central |  Central i Central Cenzral
Lir- : 4£.55/hr £.8/hr ! ¢{.8/nr 1 £.855/nr 5.73/hr
conditicnery ! !
. Roon Roor | Room Room Rocr
P 178/ kr :.7/br | 1.7/bx 1.86/hr 2.@L/hr
|
Microwave .27y 1.8/hy ! 1.3/hr 1.8¢/rr L.28/hr
|
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TAELE 2 (continued)

ELECTRIC APPLIANCES (kilowatts per use)

ApplT_] YEAR 1980 1981 1983 1986 1987
Dishwasher 1.25/hr ©.6/1load @.6/load ©.62/1load 2.675/
load
Air Cleaner n.a n.a. n.a @.944/hr @2.85/hr
Water Bed 5.5/day 5.5/day 5.5/day 4.42/day 4.16/day
Washing @.25/hr @.3/load @.25/1oad @.265/1ocad @.31/1load
Machine
Color TV @2.375/hr @.3/hr @2.33/hr ©.35/hr @.2/hr
B&W TV @.25/hr @.3/hr @.25/hr @.265/hr @.95/hr
Refrigerator 4.5/day 5/day 5.1/day 5.575/day 5.6/day
17 cubiec ft.| 16 cubic £ft.
Built in
room heater 1.375/nr 1.4/hr 1.4/hr n.a n.a
4 §
Portable
Elect. 1.8/hr 1.5/hr 1.5/hr 1.59/hr 1.485/hr
Heater
Stereo @.125/hr 2.1/hr 2.i/hr @.288/hr 2.297/hr
L
Source of Energy Cos=| Energy Cost|Understanding|Understand- |New Study
Information Calculator Calculator ||Your Energy ing SDG&E
(gold) (grey) Bill/Enercsy What Energy ||March 16
] Use Worksheet|[Costs
n.a. = not available
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TABLE 3

Electricity Consumption Regressions Summary

R? values
Year
80 82 821 83 84
Model
Al .3493 .3047 .3058 .3056 .3008
A2 4192 4231 4176 4154 4047
A3 .5514 .5248 5187 .5185 .5063
Ada 5570 5829 5927 5784 .6363
A4b .5082 .5067 .5013 .5087 .5001
Bo 921 .928 934 .880 897
B1 925 929 934 .885 .898
B2 923 931 935 .884 .900
B3 926 932 936 .888 .900
B4a 925 933 936 .888 901
B4b 925 932 936 .886 .901
Standard Error of Regression
Year
80 82 8212 83 84
Model

Al 2720 2890 2860 2910 2970
A2 2570 2640 2630 2670 2750
A3 2260 2390 2390 2430 2500
Ada 2250 2250 2200 2280 2150
Adb 2370 2440 2440 2460 2520
Bo 949 927 882 1210 1140
B1 925 921 880 1190 1140
B2 934 912 875 1190 1130
B3 918 905 872 1170 1130
B4da 924 903 870 1180 1120
B4b 925 908 874 1180 1130
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TABLE 4
Gas Consumption Regressions, Summary
R? values
Year

80 82 8212 83 84

Model
Al 159 218 .220 .237 .213
A2 095 .147 .153 Jd59  .148
A3 .198 276 .282 .308 281

Ada 192 387 .380 .286 .265
Adb 190 271 273 296 .273

Bo 873 851 .867 .828 .858
B1 .874 853 .868 .836 .858
B2 875 .853 .868 .832 .859
B3 875 .855 .869 .839 .860

B4a .876 .858 .875 .837 .861
B4b 875 856 .871 .839 .861

Standard Errors of Regression
Year

80 82 8212 83 84
Model
Al 295 239 233 198 195
A2 306 250 243 208 203
A3 288 231 224 189 187
Ada 289 213 209 192 190
Adb 280 232 226 191 188

Bo 114 105 96.2 94.0 82.9
B1 114 104 959 91.7 82.9
B2 114 104 96.0 929 82.6
B3 114 103 95.8 90.9 82.6
B4a 113 102 936 91.8 825
B4b 114 103 954 91.3 823
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TABLE 5

Regression Coeflicients, Lagged Gas and Electricity Consumption

Electricity
Year
80 82 8212 83 84
Model
BO 861 .942 929 942 ,949
B1 824 923 917 .904 .931
B2 839 918 911 .896 .916
B3 810 .899 .899 .864 .905

B4a 816 .924 .898 .861 .883
B4b .823 .908 .907 .874 .903

Gas
Year
80 82 8218 83 84
Model
B0 776 .999 943 813 .883
B1 J74 974 925 776 .876
B2 .782 .994 933 796 876
B3 JT7T 0 977 921 764 .871

B4a .783 984 912 772 .874
B4b 780 979 924 769 .873
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Social Variation and Residential Energy Use in San Diego:
Exploring Consumption and the CEC Demand Forecasting Model

Loren Lutzenhiser, Bruce Hackett and Howard Schutz
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This paper offers an overview of our explorations of the potential for disaggregating the
California Energy Commission's (CEC) residential electricity and gas demand forecasting
model along social and demographic subpopulation lines. A more complete discussion of
our analysis and findings is presented in the draft research report to UERG and
Commission staff.

We used the SDGE MIRACLE VI (1983) data set to examine the patterns of energy use
of households in San Diego County, where we found evidence of fairly distinct social
differences in consumption, controlling for the end-use demand determinates used in the
CEC model. Because time and resource constraints forced us to use data from a single year
in one locality, it would be premature for us to propose any particular disaggregation
scheme along the dimensions that we considered (income, lifecycle, family type,
owner/renter status, education, ethnicity, tenure, etc.). Our research was essentially
exploratory and was not aimed directly at bringing a new forecasting model to life. Rather,
we were interested in determining how adequately the CEC model accounts for the social
variation in consumption found in the real world. We found evidence that a good deal of
that variation may not be captured in the CEC model --or in the other end-use models with
which we are familiar.

Ultimately, the feasibility of disaggregating forecasting models along some socio-
demographic lines requires a theory which provides reason to suppose that the sizes and
behaviors of subpopulations distinguished on the basis of energy consumption are likely to
change, in understandable ways, in the future. On the road to that theory, however, a good
deal of empirical work remains. A first step is to determine just how comparable the
consumption patterns identified in San Diego are to those which might be found in other
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parts of California. If understandable social patterns of consumption are found in those
comparisons, the next step will involve trying to determine just what the past and future
energy use trajectories of those social groups might be.

We encourage those interested in this subject matter to examine the full research report.
The present paper only superficially reviews the analysis, and presents with little
elaboration two possible social/engineering models of residential gas and electric
consumption. Our primary concern here being the research and forecasting implications of
those findings.

First a few data quality comments are in order. Comparisons of the MIRACLE VI
sample with the 1980 Census indicate that response to the survey was considerably biased
toward households with higher incomes and higher levels of education. In addition,
persons who had lived at the surveyed addresses for fewer than five years and renters,
particularly those living in smaller apartments (one bedroom or less), are significantly
underrepresented in the sample. These particular response selectivities, which have been
considered in some detail by other CEC/UERG researchers, are also correlated with
residential energy consumption and certainly result in overstated estimates of population-
level consumption when calculations are made using the unweighted sample.

Forecasters and others who work with these sorts of appliance survey data are also
familiar with their high rates of non-response to certain questionnaire items (particularly
questions regarding income, dwelling size in square feet and insulation levels). The biases
that selective in item responses introduce have also been considered by other CEC/UERG
research. Our analysis required that cases missing responses on dwelling size, income,
number of household members be excluded from the data set. This adjustment resulted in a
reduction of sample size by nearly 50% (from 7600 to less than 4000 cases). The
reduction further biased the sample in favor of cases with higher rates of energy
consumption, higher incomes and larger dwelling sizes. In addition, when Census
neighborhood measures of proportions of minority residents (Asian, Hispanic and Black)
and recent immigrants are compared to the neighborhood locations of cases excluded
because of item non-response, the evidence suggests that these groups may also be
underrepresented in the truncated sample. These missing-data problems are recounted in
order to make the point that this subsample, and others like it, are loaded toward a
homogeneous subpopulation of residential customers, making it a somewhat unlikely place
to find differences of the sort that we were seeking.

Our research strategy consisted of first specifying for each case in our subsample those
dwelling, appliance and household characteristics which are used in the CEC residential
model --producing a set of 56 end use measures and interaction terms which we identified
as the "CEC base model variable set" and which are listed in the appendix to this paper.
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We then applied this model to the San Diego data (in essence taking the appropriateness of
the CEC specification as given) and estimated its goodness of fit. Because the CEC model
forecasts demand for various housing types (single family, multi-family and mobile
homes), as well as for four vintage periodsl, we then tested the utility of those housing
type/vintage disaggregations in the San Diego case. We also tested other potentially useful
architectural and climatic disaggregations; constructed and estimated the relationships of a
variety of social, geographic and cultural measures on CEC model-residual consumption;
estimated hybrid engineering/social models of electric and gas consumption; examined
correlations between social and engineering sets of consumption predictor variables;
specified a number of alternative consumption models; and compared the results of
aggregation from these models with known population values.

Findings:

*  The disaggregation of the CEC model into twelve submodels distinguished by three
housing types and four vintages did not provide a substantial improvement in the CEC
model'’s fit to the data. Housing type and vintage variables do make important

contributions in the context of a single estimating equation, however.

*  The effects of housing vintage are evidenced by the declining average consumption of
dwellings built under successively more stringent energy conservation requirements of
building codes, suggesting that the CEC model's vintage period specifications are
reasonable.

*  Significant and large differences were observed between subtypes of multi-family
units. Condominiums, townhouses, multi-plexes and apartments differ considerably
from one another in average consumption, with some behaving more like single family
units. The CEC model might usefully improve its distinction between housing types
(currently a simple division of units into "single family detached" and "multi-family"
types) by taking these differences into account.

*  Use of the CEC model's "miscellaneous end use" formula to calculate estimates of
residential lighting and small appliance loads for the MIRACLE VI cases introduced
distortions in the data. Empirical work could usefully be done to better estimate
"miscellaneous” use, and the effects of price and income on that consumption. It
might be plausibly argued that these end uses are relatively price inelastic, although
ironically they alone are treated in the CEC model as price or-income dependent.

1The CEC model also differentiates between sub-state climate zones. SDGE's service territory is treated
in the model as a single climate zone, with some subsequent gross adjustments.
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»  The CEC model's specification of the effects of dwelling size (square feet) on heating
and cooling loads, and of household size (number of persons) on water heating,
cooking, washing, drying, dish washing and related loads, do not exhaustively
account for the correlation of these variables with either electricity or natural gas
consumption.

»  The effects of household size on electricity and gas consumption are non-linear in the
sample and are unlikely to be linear in the population.

»  Specification of the effect of household size on consumption is improved by the
addition of information about ages of household members, suggesting that household
size measure is also related to lifecycle stage and family form. Quite different
consumption patterns were noted between household types, with the CEC model
specification significantly overestimating the consumption of some groups and
underestimating that of others.

¢ A number of social variables were found to be significant predictors of electricity and
gas consumption, after controlling for the engineering specifications of the CEC
model.2 Household composition, income, education levels, owner/renter occu-
pancy status, length of residence and geographic location were all found to be
significant predictors of variations in consumption which were not captured in the
CEC model.

*  Some cultural and social class dimensions associated with census tract-level measures
of ethnicity, immigration and migration, workforce status, occupation and nativity
variables were found to be related to gas and electricity consumption.

* A hybrid social and engineering model may be indicated. Aggregate performance of
the present CEC model represents a considerable improvement, however, over
aggregation from mean consumption values. Use of the CEC sampling strata
response weights for the 1983 SDGE survey did not measurably improve aggregate
estimation.

Sociai/EneineerinoModdl

We turn briefly now to the socially-amended CEC model, fit to the San Diego data.
These gas and electric models necessarily include a large number of terms, and therefore
unfortunately defy simple interpretation. The models, along with a variable name
dictionary and an inventory of the CEC model component terms, are included in the
appendix to this report.

2When social terms were entered in equations which already contained all of the CEC model variables.
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We will not discss the coefficients for the appliance end use estimates (the UECs) here,
limiting our comments to the social and demographic variables. We would note, however,
that while the UEC estimates in these models are adjusted for behavioral/social variations
between households, those values are not substantially different from those produced by
the CEC model variable set alone, nor do they differ greatly from the estimates that the
CEC model actually uses.3 The intercept term in the electric equation (1022 kWh),
which represent non-frost free refrigerator consumption, as well as miscellaneous
consumption not accounted for by the other predictors, does not differ dramatically from
the CEC model's "miscellaneous end use" estimate minima of 700 kWh and 1200 kWh, for
multi- and single family dwellings.

The variation in consumption accounted for by the social variables is fairly large.
Although included throughout the CEC model variable set, dwelling size again added to
the model is strongly associated with electricity consumption, accounting for an additional
952 kWh/year/1000 square feet of dwelling floor area. Controlling for the CEC model's
specification of household size (in interactions with cooking, washing and hot water end
uses), household lifecycle groups differ dramatically from one another in their annual
consumption. Couples, singles, small young families and families with relatively large
numbers of children consume less than the middle-aged/middle-sized nuclear families who
form the reference category. Multiple-adult groups, families with adults over 65 years of
age, and families with adult children consume more than the reference group.

Income is also strongly associated with consumption, with the lowest income groups
using less, and the higher income groups considerably more electricity than the middle
income ($20-30,000/year) reference group. The relatively small differences between most
income categories, with much higher consumption levels estimated for higher income
households, suggests that the CEC model's engineering variables better fit the middle
classes than the economic extremes. This pattern appears to involve conservative energy
use behavior at lower income levels and very high levels of energy consumption (produced
perhaps both by the presence of unmeasured appliances and by the "non-conservative" use
of energy) among higher income households. It may better support a social class
interpretation of the effects of income on consumption than it does a continuous and
gradual income elasticity of demand interpretation. Our efforts to further specify the
sources of this very high consumption at high income levels included estimating models
with terms interacting those income levels with the presence of air conditioning, and with
air conditioning in inland mini-climate zones. Those attempts did not, however, support a
straightforward "high income = high air conditioner use" explanation.

3For example the CEC model estimate a color television UEC of 627 kWh, while the model variable set
estimates it at 750 kWh and the socially-amended model sets it at 534 kWh.
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In other social measures, we found that on average renters consumed somewhat more
electricity than did homeowners (perhaps representing the lower overall quality and energy
efficiency of rental housing). Education is also moderately related to consumption, with
lower education levels associated with higher consumption. This finding might be
interpreted as the effect of a correlation of lower education with poorer housing quality, as
readily as of evidence of some sort of an "more education = more conservation behavior"
or "more education = better energy information" effect.

The effects of the ethnic proxies are interesting, particularly because the relationships
between the groups on consumption are identical for both electricity and gas. For these
variables, consumption increases with tract-level proportion of Black population, while it
decreases slightly with Hispanic population increase and drops quite strongly as Asian
population increases. While these variables were imported from the 1980 Census and are
not claimed to represent accurate case-level ethnic identification, their correlation with
residential consumption lends some support to the findings of other studies which have
used household ethnic/cultural information.4

The appendix also includes a table which presents the socially-amended gas equation.
Once again the UECs fairly closely resemble, with a few exceptions, those produced by
the CEC model variable set and those used in the simulation model itself. Even after
controlling for the CEC model's specification of the effects of household size on gas
consumption, variations in household type/size were found to be significantly associated
with consumption level. Young singles used less gas than older singles, while the other
household types all used more than the reference group. These lifecycle effects are not
nearly as pronounced as they are in the case of electricity use. The strong income effect on
gas consumption, is probably surprising from an engineering standpoint. Once again the
highest income group was found to be consuming at a very high level. Shorter-term
residents used less gas, while lower education levels were associated with higher
consumption. Finally, the electric pattern of higher tract-level Black populations associated
with somewhat higher consumption, with lower levels found in areas of higher Hispanic
and Asian concentration, was repeated for gas consumption.

En use and soci
Why should we be interested in this sort of variation? There are several reasons aside
from the simple intellectual desire to understand it. If segments of the residential consumer

4We have in mind both our own cross-cultural comparisons of electricity and gas consumption in
California apartments and work by PG&E staff on the ethnicity variables included in the 1986 RASS
survey.

SFor example, the estimated gas-heated pool consumption of 165 and 147 therms/year may represent a
much more conservative use of gas for pool heating than the CEC model's 878 therm UEC suggests.
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population have quite different energy consumption profiles, which may result in quite
different demand probabilities, forecasting models which do not take those differences into
account at the very least risk misunderstanding and misspecifying demand. Now the
misestimation of demand made by methods which, for example, attribute some average
heating fuel consumption rate per degree day to a particular sort of heating system without
regard for who is using it, might turn out to be relatively minor. We simply have no way
of knowing at this juncture.

Our theoretical approach to residential energy consumption does not assume that this
social variation is an artifact of the sample, that its effects on UEC estimates are random or
that the contours of these groups are transitory, however. It seems reasonable to suppose
that not only do households differ from one another in dwelling characteristics, technology,
family form and behavior (all factors which influence rates of residential energy
consumption) as members of social groups, but that these differences are critical to those
groups' sustained self-definition. In important ways, the social groups that interest us
(defined on the basis of class, kin, culture and lifestyle) are the consuming units in
society. While most everyone in the U.S. will tell you that they are "middle class", in
sociological terms that status is clearly not held by a majority of those who aspire to it. The
population is actually composed of a variety of distinguishable, if not always clearly
distinct, segments --some of which can be seen to have quite different energy demand
characteristics from others. The concept of the demand-side "market segment” closely
approximates the sort of conception of consumer subgroups that we have in mind, and
which might be considered in possible future disaggregated forecasts. Further research is
need, however, to determine just how distinguishable social groups are on the basis of their
residential consumption and how predictions about their future consumption habits might
best be made and tested.

Prospects for Social Disaggregation;

The sort of forecasting that the CEC and California utilities have undertaken represents
a significant public commitment to understanding and anticipating the future shape of
energy use in California. Far from simply being "technical” exercises, the sort of studies
reported here will grow in policy importance as resource and energy issues come once
again to command global attention.6 The CEC model in its present form seems
empirically to do a reasonable job of predicting residential consumption, so that the value of
amending or developing alternatives to the model will depend upon a number of factors.
The state is heavily invested in the present model and, to date at least, arguments for a

SIn considering the likelihood of a resurgence of interest in energy planning and research, recall Robert
Hirsch's recent "Impending United States Energy Crisis" in Science Vol. 235 (20 March 1987): 1467-
1473.
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radical departure from the end use approach have not been persuasive.

While very little is systematically known about how persons routinely use energy in
domestic settings, there are a number of trends in energy research which will benefit
forecasting in the future. The social study of technology, the diffusion of technical
innovations, the social psychology of artifact and tool use, the study of social movements
and the dynamics of the evolution, ebb and flow of collective notions, norms, conventions,
habits and convictions --all represent areas of study which may seem at this point to be
esoteric, but are in their infancy and are likely to supply insights on residential energy use
which will have a good deal of policy-relevance.

We are gaining a knowledge of how technologies develop, how they penetrate the
household, and how elastic their adoption rates are (among various social groups), how
rates of use vary, and how matters like "efficiency” and "conservation" and "consumption”
and "status” are in reality constructed by social actors of different sorts. As we develop
these understandings, we are better positioned to help demand forecasting gradually move
away from proxy and gross assumption, and toward an at least more descriptive model of
domestic energy consumption patterns.

But a considerable amount of empirical work remains before the hybrid social-
engineering forecasting model might become a reality. Determining just what the patterns
of variation in consumption are is the first step. Eventually, our characterizations of those
patterns must be supported by ethnographic understandings of how varieties of household
consumption actually occur, or just what the forms of conduct are that compose them, but
for the near-term we have identified several avenues of research which follow directly from
the work reported here. They include:

> A more detailed social analysis of the MIRACLE VI data, including examination of
appliance saturations and use rates (UEC estimates) for subpopulations. Some of this
work is now in progress under CEC/UERG sponsorship. In the case of our present
model, the addition of cases from the two more recent MIRACLE surveys (VII and
VIII), would permit comparisons of model performance with better samples and more
recent time periods.

>  The consumption patterns identified in MIRACLE VI should be compared to data from
other California utility service areas, from various time periods. We had initially
hoped to work with more than one data set, but encountered data access and logistical
problems which limited the analysis to the San Diego 1983 data. To the extent that
comparable data is available, the socially-amended CEC model should be fit to data
from PG&E, SMUD, Southern California Edison, SoCal Gas and LAWP in order to
determine the viability of the patterns reported here.
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Consideration should be given to construction of a single multi-year data set, selected
using Census-based sampling strata, which approximates the demographics and
consumption of substate utility service territories, as a tool for future research. The
General Social Survey (GSS) is a very useful ongoing national longitudinal sample of
this sort.

The U.S. Census contains considerable information on population characteristics
along social dimensions which are associated with known utility sample bias
tendencies. In the estimation of population end-use saturation rates and UECs,
experimentation with alternative sample weighting schemes seems indicated.

Discussions between CEC staff, the utilities and academic researchers should be
undertaken to explore the feasibility of increasing the amounts of social information
collected in appliance saturation surveys. Useful, and elsewhere routinely collected,
information which is generally lacking in those surveys includes: gender and age of
head of household, ethnicity, and employment status of adults. Other sorts of new
data collection are also imaginable.

A simple comparison of utility survey questionnaire item coding with the Census
reporting categories would insure the greatest comparability between utility data and
the 1990 Census. Discussions regarding coordination of data collection around the
time of the Census might produce agreements to optimize the comparability of sample
and Census data.

While the results of our work with Census tract-level data can only be claimed to be
suggestive, it opens two potentially important new avenues of research. First, the
research reported here provides additional confirmation of the ethnic patterns of
consumption found in other studies. A careful examination of ethnicity and
consumption in the PG&E-RASS 1986 data (which contains case-level ethnicity
identifiers) is clearly indicated. The second area of further work involves mapping of
sample, census and consumption information. Social location theory suggests that,
particularly in the U.S., socio-cultural groups often occupy distinct geographic
territories --indicating the potential utility of the "neighborhood" approach that our use
census proxies has taken. The comparison of geographical distribution mappings over
time would show trends in population growth, energy flows and utility survey
sampling patterns --information which might be of considerable use to forecasting.

The importance of some theoretical and technical questions raised by the research, may
be apparent only to forecasters. For an example, our findings may make a
contribution to debates on the issue of whether or not household size is an important
predictor of energy consumption --a question raised by those who argue that numbers
of accounts are sufficiently precise measures of "consumption units". A similar issue
might involve the question of whether or not the relationship between energy
consumption and income one that is best captured by the notion of income
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"elasticity"?? Or is the image of income as a continuum of increasing ability to
satisfy one's desires (a seemingly smooth interval measure) actually imposed on a
reality in which income and energy consumption are related through a series of sharp

discontinuities?® Does one view hold a different significance for forecasting than
the other?

The attention of statisticians might usefully be turned to the nature of conditional
demand UEC estimation, particularly to the data and methods commonly used to
estimate UECs in the regression context. In addition, comparisons of submeter

data® on appliance consumption rates and ranges, with statistically-derived UEC
estimates would considerably increase our knowledge of the nature and empirical
variations in appliance-related consumption. The eccentricities of both the conditional
demand framework and appliance-metering studies, might be brought to light when
UEC estimates were calculated for consumption data for households whose actual
appliance consumption levels are known.

The size and complexity of the state-wide CEC demand model itself stands as an
obstacle to its evolution. A version of the model which could more readily
accommodate the estimation of varying demand scenarios (e.g. with varying changes
in rates of occupancy, housing density, household sizes and age compositions,
conservation effects, technology and fuel shifts, etc.) would be of considerable use
both to the Commission's efforts to determine the present model's sensitivity to future
changes, as well as to planners and policy-makers who are concerned with the energy
implications of different plans and proposals. Mini-computer and mainframe versions
of simulation languages have come into common use in the natural sciences since the
time that the original CEC model code was produced. We encourage exploration of
limited-scope models which might be used to simulate the macro-model's performance
in alternative scenarios.

A paradigm which assumes that as the amount of income is increased, the means to satisfy individual
preferences are better realized and consumption increases more or less continuously as a proportion of
income increase.

8Discontinuities associated with the social allocation of opportunities, means, housing, habits and
status-bound practices. The empirical question raised by this difference in characterization of the income-
>consumption relationship is: "What does the connection between money and consumption consist of?" or
"How does increasing income express itself in increased consumption?”

9The sort now routinely collected in peak load and time-of-use studies.
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CEC Model End Use Terms and Value Ranges

S Conditioni
CENTRAL ELEC HEAT (0r1)

BASEBOARD ELEC HEAT *

HEAT PUMP "
CENTRAL GAS HEAT "
GAS SPACE HEAT "
CENTRAL A/C "
WINDOW-WALL A/C "

EVAPORATIVE COOLER -

CEILING INSULATION
WALL INSULATION
CAULKING-WTHRSTRIP
WINDOW TREATMENTS

Cooking
ELECTRIC RANGE (0/1)
GAS RANGE y

Clothes Drying
ELECTRIC DRYER 1)
GAS DRYER "

Water Heating

ELEC WATER HEATER
HEAT PUMP WTR HEATER
SOLAR w/ ELEC BACKUP
GAS WATER HEATER
SOLAR w/ GAS BACKUP

WATER HEATER WRAP "
LOW-FLOW SHOWER HEAD "

(using MIRACLE VI coding)

CENT ELEC * SQFT
BSBRD ELEC * SQFT
HEAT PUMP * SQFT
CENT GAS * SQFT

GAS SPACE HT * SQFT

CENT AC * SQFT

ELEC RANGE * PHH
GAS RANGE * PHH

ELEC DRYER * PHH
GAS DRYER * PHH

ELEC WAT * PHH
HTPMP WAT * P/HH
SOL-ELEC * P/HH
GAS WAT * P/HH
SOL-GAS * P/HH

ELEC WATER HEATER * DISH WASHER * PHH

ELEC WATER HEATER * CLOTHES WASHER * P/HH

HEAT PUMP WATER HEATER * DISH WASHER * P/HH

HEAT PUMP WATER HEATER * CLOTHES WASHER * P/HH
SOLAR-ELEC WATER HEATER * DISH WASHER * P/HH
SOLAR-ELEC WATER HEATER * CLOTHES WASHER * P/HH
GAS WATER HEATER * DISH WASHER * P/HH

GAS WATER HEATER * CLOTHES WASHER * P/HH
SOLAR-GAS WATER HEATER * DISH WASHER * P/HH
SOLAR-GAS WATER HEATER * CLOTHES WASHER * P/HH
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(1-10)

(-7

-7

(1-7)

Refri i
FROST FREE FRIDGE (0/1)
(manual defrost = 0)

ZGeneral” End Uses

COLOR TELEVISION (011)
DISH WASHER ELEC "
CLOTHES WASHERELEC -
POOL PUMP "
GAS POOL HEATER "
FREEZER "

WATER BED HEATERS  (1-4)

(lighting, small appliances/tools)
PRICE+INCOME/CONSTRAINED



CEC Model Variable Set

GWAL GAS WALL HEAT

EHP ELECTRIC HEAT PUMP

EBB ELECTRIC BASEBOARD HEAT
ECNT ELECTRIC CENTRAL HEAT
GCNT GAS CENTRAL HEAT

GWAL_SQF GAS WALL HEAT * SQFOQOT

EHEP_SQF ELECTRIC HEAT PUMP * SQFOOT
EBB_SQF ELECTRIC BASEBOARD HEAT * SQFOOT
ECNT_sQF ELECTRIC CENTRAL HEAT * SQFOQOT
GCNT_SQF GAS CENTRAL HEAT * SQFOOT

CINSUOL DWELLING HAS CEILING INSULATION
WINSUL DWELLING HAS WALL INSULATION
CAULKING DWELLING HAS WEATHERSTRIPPING-CAULKING
WINDOW DWELLING HAS WINDOW TREATMENTS
CNAC CENTRAL A-C

WNAC WALL-WINDOW A-C

EVAP EVAPORATIVE COOLER

CNAC_SQF CENTRAL A-C * SQFOOT

EWT ELECTRIC WATER HEATING

HPWT HEAT PUMP WATER HEATING

GWT GAS WATER HEATING

SEWT SOLAR-ELECTRIC WATER HEATING
SGWT SOLAR-GAS WATER HEATING

EWT_PHH ELECTRIC WATER HEATING * PERSONS PER HOUSEHOLD
HPWT_PHE HEAT PUMP WATER HEATING * PERSONS PER HOUSEHOLD
GWT_PHH GAS WATER * PERSONS PER HOUSEHOLD

SEWT_PHH SOL-ELECTRIC WATER * PERSONS PER HOUSEHOLD
SGWT_PHE SOL-GAS WATER * PERSONS PER HOUSEHOLD
TANKINSU WATER HEATER TANK INSUL

LOWFLOW FLOW RESTRICTED SHOWER

ERNG ELECTRIC RANGE

GRNG GAS RANGE

ERNG_PHH ELECTRIC RANGE * PERSONS PER HOUSEHOLD
GRNG_PHH GAS RANGE * PERSONS PER HOUSEHOLD

HAVFREZ HAVE FREEZER

FFFRIDG FROST-FREE FRIDGE
EDRY ELECTRIC DRYER
GDRY GAS DRYER

EDRY_PHH ELECTRIC DRYER * PERSONS PER HOUSEHOLD

GDRY_PHH GAS DRYER * PERSONS PER HOUSEHOLD

WTE_D_H E WATER * DISH * PERSONS PER HOUSEHOLD

WIE_D_H HEAT PUMP WATER * DISH * PERSONS PER HOUSEHOLD
WISE_D_H SOLAR~-ELECTRIC WATER HEATING * DISH * PERSONS PER HOUSEHOLD
WIG_D_H GAS WATER HEATING * DISH * PERSONS PER HOUSEHOLD
WISG_D_H SOLAR-GAS WATER HEATING * DISH * PERSONS PER HOUSEHOLD
WITE C H ELECTRIC WATER HEATING * CLTH * PERSONS PER HOUSEHOLD
WTH_C_BH HEAT PUMP WATER HEATING * CLTH * PERSONS PER HOUSEHOLD
WISE_C_E SOLAR-ELECTRIC WATER HEATING * CLTH * PERSONS PER HOUSEHOLD
WIG_C_H GAS WATER HEATING * CLTH * PERSONS PER HOUSEHOLD
WISG_C_H SOLAR-GAS WATER HEATING * CLTH * PERSONS PER HOUSEHOLD
COLORTV 1+ COLOR TELEVISION SETS

WATRBEDS # OF WATERBEDS

DISHMOTR DISH WASHER (MOTOR EST.)

CLTHMOTR CLOTHES WASHER (MOTOR EST.)

POOLPUMP POOL PUMP EST.

GASPOOL GAS POOL HEATER

CEC79_83 BUILT 1979-83

CEC75_78 BUILT 1975-78

CECPRE70 BUILT PRE-1975

CEC_SFAM CEC SINGLE FAMILY DETACHED UNIT

CEC_MFAM CEC MULTI-FAMILY UNIT
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Socio-Demographic Variable Set

KIDS NUMBER OF CHILDREN IN HOUSEHOLD

KIDSCALE
ADULTS
HETYPE2
ADLTAGES
YOUNG
OLDER
ELDER
TENURE
NUMINSRT
NUMINSRD
INCOME4
INCOMES
INCSQU
INCLMH
INC.1
INC.2
INC.3
INC.4
INC.5
INC.6
INC.7
OWNDWEL
RENTDWEL
TENLT1
TEN1_3
TEN4_7
TENS_11
TEN12_19
TENGT20
MALEPAY
FEMPAY
BOTHPAY
ED_LTHS
ED_HS
ED_TRADE
ED_SMCOL
ED_COLGD
TWNROW
DU_TRI
SNGFAM
APT
CONDO
MARITIME
COASTAL
TRANSI
INLAND
KSQF'T
YANDJ
OANDE
ADLTGRP
COUPLE
SMYNGFAM
OLDERFAM
MANYKIDS
ELDERFAM
TRANSINL

SCALE INCORPORATING AGE-SIZE-NUMBER OF CHILDREN
NUMBER OF ADULTS IN HOUSEHOLD
HOUSEHOLD LIFECYCLE TYPOLOGY
GROSS ADULT AGES
YOUNGEST ADULTS
MIDDLE-AGED ADULTS
OLDEST ADULTS
LENGTH OF RESIDENCE
SQUARE ROOT OF NUMBER IN HOUSEHOLD
SQUARE OF NUMBER IN HOUSEHOLD
ANNUAL INCOME CODED TO CATEGORY MID-POINTS ($s)
ANNUAL INCOME CODED TO CATEGORY MIDPOINTS ($1000s)
INCOME SQUARED ($1000s)
INCOME - 3 CATEGORIES
INCOME 10K & LESS
INCOME 10-20K
INCOME 20-30K
INCOME 30-40K
INCOME 40-50K
INCOME 50-75K
INCOME GREATER THAN 75K
HOME OWNER
RENTER
TENURE
TENURE
TENURE
TENURE

LESS THAN 1 YR

1-3 YRS

4-7 YRS

8-11 YRS

TENURE 12-19 YRS

TENURE GREATER THAN 20 YRS

MALE PAYS UTILITY BILLS

FEMALE PAYS UTILITY BILLS

BOTH MALE AND FEMALE PAY UTILITY BILLS
LESS THAN HIGH SCHOOL EDUCATION
HIGH SCHOOL GRADUATE

ATTENDED TRADE-TECHNICAL SCHOOL
COMPLETED SOME COLLEGE

COLLEGE GRADUATE

TOWN-ROW HOUSE

DU-TRI-4 PLEX

SINGLE FAMILY DETACHED DWELLING
APARTMENT

CONDOMINIUM

MARITIME CLIMATE ZONE

COASTAL CLIMATE ZONE
TRANSITIONAL CLIMATE ZONE
INLAND CLIMATE ZONE

DWELLING SIZE IN 1000-SQUARE FEET
SINGLES UNDER 35

SINGLES OVER 35

3+ ADULTS

COUPLES

SMALL YOUNG FAMILIES

OLDER FAMILIES

3+ CHILDREN

OLDEST ADULT-CHILD FAMILIES
COMBINED TRANSITION AND INLAND CLIMATE ZONES
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Census Tract Location Variables

PLT5YRS PERCENT OF POPULATION LESS THAN 5 YEARS OF AGE
PST17¥R PERCENT OF POPULATION BETWEEN THE AGES OF 5 AND 17 YEARS
PLT17YRS PERCENT OF POPULATION LESS THAN 17 YEARS OF AGE
P18T24YR PERCENT OF POPULATION 18-24 YEARS OF AGE
PLT25YRS PERCENT LESS THAN 25 YRS

P25T61YR PERCENT BETWEEN THE AGES OF 25 AND 61 YEARS
PABROAD CENSUS TRACT PERCENT ABROAD IN 1975

P62GTYRS PERCENT 62 YEARS OF AGE AND OLDER

PFBORN PERCENT FOREIGN BORN

PING.ENG PERCENT UNDER 5 YEARS OF AGE WHO DO NOT SPEAK ENGLISH
PABROAD CENSUS TRACT PERCENT ABROAD IN 1975

PSAMEHS PERCENT IN SAME HOUSE SINCE 1975

PHSGRAD PERCENT HIGH SCHOOL GRAD

PCOLLGT PERCENT COLLEGE GRAD PLUS

PWRFRCFM PERCENT FEMALE IN WORK FORCE

PWORKERS PERCENT BLUE COLLAR WORKERS

PHI.OCC PERCENT WHITE COLLAR WORKERS

PRENTER PERCENT OF RENTERS

PBLACK CENSUS TRACT PERCENT BLACK

PASIAN CENSUS TRACT PERCENT ASIAN

PHISPAN CENSUS TRACT PERCENT HISPANIC

CTINCOME ANNUAL INCOME (1980 DOLLARS)

RENT RENT PER MONTH (1980 DOLLARS)

72



00" bL ¥6°695 81°9¢L ¥6°696 SQIFYIVM
00° 62 S8°ZZ0T  6L°8bE $8°ZZ0T (3ue3suod) 00°  S'g 6S°E€ES 8F° IST 65 EES ALYOTOD
vzr 11 65" 121 €9° V0T 65° 121 SINONHIZ £0°  0°'2 vE'ZET 05°€9 bE"ZET HHd AHQZ
80" L1 P8 8BLTT 0T1°9L9 P8 8LTT qovT1dd GE* 6° L2 061 08°60¢ L2° 061 xMaa
pet o' OL"€LL-  1s'TI8ZT OL"€LL- NVISvYd 00° 111 EL°800T  60°06 £L°8001 ZIYIAVH
fo- Tz loesz e iooez  ewens 00 ¥h BI'BIS  $9'9TT  EU'BIS  S4INdd
SO 5808 o218 0809 vty ot 9T 19°€6 05°LS 19°€6 HHd ONYZ
0 sz be-erz 50" 16 be 22 e, 0z z'1 i 55" 281 v8 62z ONYT
o 8- g6 cor 22* Lot 86 - cor a1 a3 e T1- vo e~ T8'Z8e PO°6EE-  TMOTIMOT
00" Loz TeezE i L1veee cH—aa 89° v 5€"ve €1 b8 NG MOTIMOT
9+ o S2%ce 2 1L 0z 66 SHIT Q3 00 87 96 08L ze°8LZ 96" 08L TANYL
0° ez 2o 12E TheLeT oot 0Z1ONAL s9°  b- 28" 8¢~ 95" L8 28" 8¢~ NSNINNYL
00° €' €b°6EY b9 " TET € 6ED 61 ZINIL w1 6E°90- Le" 1oy 6ET9D- H O 3sim
20" 72 ob b8z 0" pa1 ob" b5z ITBNAL 5" o vi-E6e €685 vT"€62 H O HIM
e or1e O TTI-  £c° 60T 9T 111- £ INGL 00 oe 56" 98¢ 60" LT 56°98€ WO dIM
9T €£°1- €€°182-  1£°202 €€°182- TIINTL Ls= s 8E°0ET SS°DTV BE'0EZ H @ 3SIM
o' 1oz e Lz e ezt 22 Liz s 6b: 9 25°STe LL*LSY 25" STE H_a_HIM
00" co's 226951 29°tel 226091 LN 82" 01 15°921 09°811 15°921 H q 3IM
00" 5p 8" oo ot o1 8e-bes 5 oNI st 9 0L" 6" LB bLL 0L"S6¥ IM3s
20" 2% 2L" Lot Bt EeT 2L Loe i € 6 £6° LEG vb 696 €6° LEG IMdH
I gee 0" £ e 0" E6 b NI 00 0'S bpr0ZST  SL'toe vb"02ST _ im3
€T° bolI- 9z°0LT-  BS'ETT 9z°0LT- 2" ONI 00" 9% Le’ st L8’ d0s J¥NO
0 bz L6'6le- 97901 166 Le- TooNI 0"z 01" 66 18°¥EY 01" 66 avaa
00 ez 9% £9p P 96" £op ot 00 z'g 52°0L9 21-8el 52°0L9 OYNM
00°  T-e- 9z°9LL-  08°9bZ 92°9LL-  SAIMANYW k" 67~ sbUGze-  T0°9GE SESScEs I¥ND
99° g 2996 21 927 2996 A S 98°Z€D 9" LEE 98" Zeb HIMOANIM
20°  L'e- 79°L8Vh-  6G°LLI 29°L8h-  WYJONAWS 6" 0O ¢r’s 0z"b0T er's Moanim
o L 0" LD Pt 20" Lb1 sy o' bz 61°€h9 01°b92 61°€v9 HANTNWD
1 oer- N it " Loz 474005 oL 9899~ 85°98 98°99~ ONINTIYD
00" ee- 6o 6l 82 0cz 60 56— . L 29°999 95°5Le 297999 HITOSNIM
00" o-e- 0 Tl is-zes 0Ll PONYA A 15°LL 59" €6 15" LL TNSNIM
00" zo1 1" 266 68" 26 21" 706 . €€ 6 ¥6°992 sz bLe b6°99¢ HITNSNID

e z- L 8z- 6086 1L 82- TNSNID
s0°  6'1- 2€'9zZ- 687811 2€°922-  WVAW 03D 00" &°p 58°1 0v’ 58°1 40s LNO3
00" £'¢- 02°'T05-  €b°0GT 0Z°105- €8 6LJ3D £0” 1e i ee 6v° d0s_ged
€' v 987@s-  9ETEIL 95°25- L SLOW 000 6o cotis- o058 merisr o uon
00 b2 0E° 19 £5° €52 0E° V19 SIN100d ) : ) ) ;
£€°  6°- 86'22I-  9v°9zZ1 86°221- SINAYQE S S6°€81-  90°91E 56°€81- aed
00" L'e 21 teL 5961 21 TeL STHidg 00 z°s- 62°6b2h- 69°118 62°6b2h- a3
sLt g- 9L°z6- 96 ° T0€E 9L 26~ SIWHOME 161 1 ez08 o as a S
we e 808 z0° 122 s8°08 SINHQMA . GomaembE o3 v SeTAETIER o] A
sg*  1°- z20°9¢€- 8b ' £0Z z0°9¢- SIWIMG
9p*  L° 1281 0z 052 1281 SININDG )
ge" 8" 98°96T LE*SZT 98°961 SINgEd P9 axenbs
00" beLl 28 1622 99°Tel 28° 1622 dWnd1ood 94X TTdWYS - HMM TVIOL  DFTAL arqetien juepuadag
00" @'z 25 TET 69 26" TET YIOWHITO
00" (AN 16" LTt 86 ‘€€ 16°LTT YIOWHSIA [PPOA 21029

73



00° ' L- PG 0TI~ 91°S1 FS 0TI £8 604D

0" brz- L 62- 8e"Z1 SL 62~ 81751030
00" L°5- LG* 59~ 9€" 11 LG G9- WYdW 030
€0°  T'z- 18°52- 66° 11 18°62- STWAYAD
00°  z'¢ SE° 50T ze"ze Ge" 501 STHHOMD
00° b9 S ce° LE o Thz  (3ueasuon) %0° g1 €1°96- €€°0€E €1°96- STWHAMD
lor b 92+ 5o b0t 97" pe STHONHLE Lz 11 9L zb 98°8€ 9L"Zh STWINDD
2or o 26" 9p 99 gc 69 i 8" 1 zZe"L T0°6€ ze"L STWTYMD
61 pe1e o0 8bT-  20°b11 ot Bh I~ NYISVd 00" §°L 25°LbT LS'6T 25 LbT 1004S¥D
bor 6ol oL Ee- 8b" L el VS TR o' 61 12711 L9°s 1z° 11 HHd X4@D
00" 62 €L°1E LL ot €L°TE INISNYHL 09" s 99°6 pL 81 99°6 _kuas
PO LT e e ————— 00°  s°€ 6L 81 SE'S 6L°8T HHd DN¥D
g L ce's 258 ce'o TOHS— a3 21° §'1- 69°92- bz LT 69°92- ONYD
oz 71 09" 22 08" L1 0922 Aqvii—qa 99" b° 2576 69°12 256 OMOTAMOTT
co oz i 02" 11 s ci—qa ST pU1- 16" ze- bz €e 16 Z€- OMNVL
sz 71 6561 1091 o561 suiT-aa 81" €°1- 98°92- ge'0Z 98°92- MOIMOT
STt bt £8°LT 69" 2T €8°LT 0ZIONaL 8L ¢ 90°9 5612 90°9 OSNINNVL
00 bz 00° 0E ez 21 00° 06 P 90"  8°1 85° 18 S8°Sh 85" b8 H O 9sIM
89° - 88° - £0° T 88" - 11 8NIL Ly” L 0T ¥ 69°S ot’p H D oiM
22NN 25 & €2 €T~ z8° 01 €2 €T~ € INGL 96" O sL 96°LT sL° H @ osiM
00" 6'2- S1°29- bz 1z S1°29- TIINGL ter 9 90°¢ €r°e 90°2 H d oI
00r 1L o1t LbT L6t A LT oer o1 Sb°g 0z'8 Sb°8 HHA IMD
00" o°¢ et 261 el 5 oNI ST b1 £8°26 €€ 69 £€8°26 1495
- bz 6 7c ToeT 826 pios 00" €' 6b°89 9v° 02 6b°89 M9
ocr o 1z°9 e8° 01 129 CoNI 90 p- 25" v1- £€2°62 25 b1- HOMOGNTM
1 erre 86 91— 20" 11 86 91— 2 NI 66°  0°- L1 - £6°22 LT - HONTOYD
06" 0°- 99— 80°C1 99— T oI 6" T 29"z €8°€2 29°¢ HITNSNIM
o 1°1 80" 02 90" 81 5007 HeANETE 00" z'e- b6 bL- LT b6 bL- HSTNSNID
et o 612 68" 22 i SATYANYR tgr T Sh°b 05°LZ v MOGNTM
o L T ot 2e-1p crrer . oL® 2 Sb°9- 29°1¢2 INE ONINTOYD
0z o1 Terit 69791 L1 S —— €9° b 6601~ zz et 6v°0T- TNSNTM
o1 91 ze°82 Lh Lt ze' 82 OITAY Lot Lt €S° 8t bo1c €s"se TASNID
€20 11 iz €L LT 11z 1dn00 06" & Lo to’ Lo’ d40S_LNOD
et ge- 0602 b1oez 0e 0n- . I st €0° 10° €0 405 "TYMD
Lor Li- 6095 22+ 97 6595 PONVA 6v°  9°- 88° 02- bE ' OF 88°02- INDD
0o- ez 29" L1 86" c1 2911 1305y € L €0° €2 Sh°62 €0° €2 TYMD

L 61s 1 eleg g 3s g aTqeTIRA

|||||||||||||||||| uoTienbd @Yyl UT SOTQRTIBA ~——————————mm
GED" a1enbs ¥
dX JTAWYS - SWYAHL 'TVLOL SYOIL aTqeTaep juspuadaq

[PPOJAl SeD) [BIIEN]



Evaluating Biases in Conditional Demand Models
Using Validation Data

Project Summary
For UERG-CEC Conference on the
Analysis of California Energy Consumption Data
at Berkeley
April 29, 1988

by
Paul Ong
Nirvikar Singh
Suzanne Holt

Acknowl men

We are grateful to Michael Gergen and Steven Schieimer for research
assistance, and to Jim Mulherin for invaluable advice on computer-related
issues. The views expressed herein are our responsibility.

75



End-use or conditional demand models have been widely used by both academic
researchers and utilities in modelling energy demand. Estimation of the models is typically
based on data collected by surveys of users. There are two forms of non-sampling errors
in such data: response error and non-response error. The latter leads to the information
available being incomplete. This incompleteness is generally not random, but
systematic, and this ultimately leads to bias in estimation of the unit energy coefficients
when standard regression techniques are used. Response error is akin to the usual
problem of measurement error, and leads to bias whether it is systematic or random.

An addtional consequence of both types of error is bias in estimating saturation levels.

Non-response error, or sample selection bias, and the resulting bias can be dealt
with through a simple two-stage estimation method proposed by Heckman (1979), and
applied to energy demand estimation in e.g., Skumatz, Holt, Bames and Ong (1986) and
in HOS (1987). However, there is no such method available for response error, which can
only be dealt with by getting better data. Typically this is not possible. However, the PG&E
validation survey data overcomes the response error through independent data collection
by trained individuals visiting survey households. Hence the validation survey data allows
one to check how serious is the bias due to response error. Furthermore the validation
survey data overcomes the non-response error. Hence it allows one to check how serious
is the bias due to non-response error, and how well the Heckman two-stage method
corrects for it.

More precisely, we can estimate three models:

(1)  The conditional demand model based on the survey response data estimated by
stnadard regression -- the "uncorrected” or conventional model;
(2) The conditional demand model based on the survey response data, estimated by

Heckman's two-stage method -- the "corrected" model;
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(3) The conditional demand model based on the validation data, estimated by
standard regression -- the "true" or valid model.

If there is no misspecification, and the validation data is free of errors, then the
estimation of the true model gives unbiased estimates of the demand equation
parameters. [f the parameter estimates of the corrected model are close to those of the
true model, this would suggest that the Heckman method works well and_that response
error is not a serious problem. If the parameter estimates of the uncorrected model are
close to those of the true model, this would suggest that response error and
non-response error together are not a serious problem. This might be because neither is,
or because the biases tend to cancel each other out. This can happen because the
reasons for the biases are different for the two types of error. Hence it also follows that if
response error is a serious problem, the corrected model may do worse than the
uncorrected model. Only data such as that available through the validation survey can
allow one to sort out the different possibilities, and suggest whether the uncorrected or
corrected model is better for estimation when validation data is not available.

While models (1) and (2) are the only ones that can be estimated with data as
usually collected -- by survey response -- and while model (3) is the "best" model under
the assumption of no specification error, two more models can be estimated from the
validation data, for the purposes of decomposing the effects of errors in variables and
sample selection bias, and for assessing the effect of the Heckman method when there
are no errors in variables. These models are:

(4) The conditional demand model based on the validation data -- "informed"
subsample only -- estimated by OLS;

(5) The conditional demand model based on the validation data -- "informed"
subsample only -- estimated by Heckman's two-stage method.

A comparison of model (4) with the uncorrected model (1), allows one to isolate the

effect of response errors in estimating the demand of informed individuals. A comparison
of model (4) with the true model, (3), on the other hand, allows one to
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isolate the effect of sample selection bias in estimating the demand of the entire sample.
Also, comparing model (5) with the true model aliows one to see how well the Heckman
method moves the estimates toward the "true” "best"” ones. A further indication of the
effects of the Heckman method can be obtained by comparing models (1) and (2) as well.
Contrasting this with the "true” comparison -- models (3) and (5) -- gives an idea of how
the Heckman method gppears to perform in the presence of errors in variables. Including
this last comparison, there are hence six pairwise comparisons of the five models. The
models and the comparisons are summarized in Figure 1.

Briefly, our results show that response error is a more important source of bias in the
conditional demand equations than is non-response error. Furthermore, the Heckman
method always move the estimates close to the true model either in the absence or
presence of errors in variables. The reason in this case appears to be that it
"over-corrects.”

On the other hand, the uncorrected model is also not close to the validated model.
Whether the uncorrected or corrected model is considered closer to the true one depends
on the metric one uses. There seems no single satisfactory measure. However,
subjectively looking at the economically more important variables, and assessing the
economic significance of differences between estimates, it seems that the Heckman
method is a slight improvement.

It may be noted that to the extent that response error is systematic, we may improve
on the uncorrected and corrected models by adjusting the data for systematic response
biases. This will provide a method suitable for situations where validation data is not
available, if one believes that the causes of systematic response biases are stable across
data sets. This will not, of course, deal with the bias due to random response error. As an
example of systematic response error, those who have ceiling insulation are much more
likely to report this correctly than those who do not. Another example is the reporting of
the presence of a frost-free upright freezer. Those not having one were much more likely
to report this correctly than those who did have it. In these two examples, the probability of
a correct response depends on the true "state of the world. " Some prelimanary work
suggests that respondent characteristics (e.g. ownership) and residence characteristics
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(e.g. single family) may also be important.
2 ripti fR n -r n r

In this section we highlight some of the characteristics of response and
non-response errors in the validation sample of 901 households. We concentrate on
variables that are significant in their impact on energy consumption and perhaps also
provide possibilities for conservation, for example the presence or absence of wall and
ceiling insulation, square footage and the presence or absence of a blanket on the water
heater. Other variables include the age of the dwelling, the number of bedrooms, and the
numbers and types of various appliances. The existence of response errors and/or
non-response errors for some of these types of variables indicate that people guess
answers and that they misunderstand questions. Figure 2 gives a graphic representation
of the quality of the suvey data for some of the above-mentioned variables: 'blank’ and
‘don't know' are combined for convinience. Figures 3 and 4 provide further details for
square footage. It may be seen that the patterns in the latter are consistent with
perceptual errors and responses tending towards "social norms”.

We summarize the responses for both the RASS and validation data for some
interesting characteristic variables, and then provide a more detailed breakdown. The
means for these variables are provided in table 0. For all the variables, the figure is the
proportion in the sample having, or claiming to have the residence characteristic or
appliance in question, and the remainder is negative responses.
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Table 0.

Variable RASS Validation
Ceiling Insulation 87 614
Wall Insulation 69 60
Water Heater Blanket 58 5

Chest Freezer A5 16
Upright Freezer 25 22
Upright Freezer Frost-Free .10 07

Table 1 presents the comparison of the original and validation data for the
presence of ceiling insulation. The columns are the original responses, and the rows are
the result of the validation survey. Each cell has two numbers. The top number is the
frequency of observations in that category. The lower number is the row proportion,
hence the relative frequency of each answer given the true state (in Table 1, given either
the presence or absence of ceiling insulation).
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Table 1

Cai ling Insulation
Responses
Yes No  Blank/Don't Know Total
Yes 504 19 30 553
0.91 0.03 0.06 1.00
Validation No 198 83 67 348
0.57 0.24 0.19 1.00
Total 702 102 97 901

It is clear from Table 1 that those people who had ceiling insulation were very aware
of the fact. On the other hand, those who did not, wrongly believed or said they did more
than half the time, and a large proportion professed ignorance. Only a quarter of those
without ceiling insulation knew or admitted it.

The results for wall insulation are similar in character, as shown in Table 2.

Once again, those who had the insulation and put down a definite answer were very likely
to be correct, while those who did not have the insulation were often wrong in their
answers. For both states of insulation, the proportion of blank or 'don't know' answers
was higher (and by roughly the same amount). This accords well with the fact that the
presence of wall insulation is harder to ascertain. What is interesting is the much higher
proportion of those wrongly reporting that they had ceiling insulation than those wrongly
reporting that they had wall insulation. A plausible explanation is that, while ceiling
insulation was not present significantly more often than wall insulation, people more
readily assumed that ceiling insulation was present, or thought that it should be there.
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Table 2

Wall Insulation
Responses
Yes No Blank/Don't Know Total
Yes 373 37 128 538
0.69 0.07 0.24 1.00
Validation
No 73 165 120 358
0.20 0.46 0.34 1.00
Total 446 202 248 896

Turning to another energy-conserving feature, the presence of a water heater
blanket (Table 3), we again find similar patterns of response to those above: people with
the feature are less likely to be wrong, and less likely to not know, than those without.

Regarding appliances there were, unsurprisingly, small errors in responses
concerning variables such as 'type of range or stove’, '‘presence of a microwave oven',
and 'number of refrigerators.’ Larger errors were present in answers to questions
concerning freezers, for example, people were much more likely to give the incorrect
response when the appliance or characteristic was present than when it was absent. This
could be a combination of misunderstanding the description of the appliance, and a lack
of expectation about its presence (unlike, say, ceiling insulation).
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So far, we have concentrated on the relative frequencies of different responses for
each true state of the characteristic (e.g. presence or absence of ceiling insulation). In
practice, in general we observe responses, but do not have validation survey data. We
therefore present below, for illustration, Tables 1a and 2a for ceiling and wall
insulation respectively. The frequencies are the same as in Tables 1 and 2, but the
proportions are now column proportions, i.e. the proportions correct and wrong of each
type of definite respondent, and the proportions of the true state for non-responses.

Table 1a
iling Insul
Responses
Yes No Blank/Don't Know Total
Yes 504 19 30 553
0.72 0.19 0.31
Validation No 198 83 67 348
0.28 0.81 0.69
Total 702 102 97 901
1.00 1.00 1.00

We see that the patterns of response are similar in the two cases in that the
proportions correct are similar for the different types of insulation. They are also similar
for positive and negative responses in each case. However, a non-response in the case
of ceiling insulation is much more likely to be a residence without such insulation, while in

thecase of wall insulation it is a toss-up between presence and absence of the insulation.
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Similar proportions can be calculated and compared for having a water heater

blanket. The pattern is quite similar to that of ceiling insulation.

Yes

Yes 373

Validation No 73
0.16

Total 446
1.00

Table 2a
Wall Insulation
Responses
No  Blank/Dont Know
37 128
0.18 0.52
165 120
0.82 048
202 248
1.00 1.00

Total

538

The descriptions above allow us to state some general conclusions. There are
some systematic patterns in response errors and in lack of response. This implies that
estimated saturation levels based on survey data may be biased. This is illustrated in
Figure 5, where the intermediate estimate, based on the validation data, but with the
subsample who responded fully to the survey, allows a decomposition into biases due to
sample selection and due to response error. Also, response errors are quite large in
some cases. Hence, they are likely to have important effects on estimated energy
demand equations. We explore these effects and dealing with them in the next section.
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3 imati n f l
In this section we estimate the following five models and compare them, as outlined
in the Introduction:
(1) Conventional or uncorrected model, with RASS data;
(2) Corrected model, with RASS data and Heckman method;
(3) Model with validation data, entire sample;
(4) Model with validation data, informed subsample;

(5) Model with validation data, informed subsample and Heckman method.

31  Methodology

All the models are estimated by weighted least squares (WLS), to correct for
heteroskedasticity. We include monthly seasonal dummies to deal with serial correlation
and seasonality. These dummies also partly deal with the failure of the conventional
heating degree day variable to adequately capture the effects of temperature variations
on conditional energy demand. The GLS procedure improves the efficiency of coefficient
estimates, and removes bias in the computed standard errors, and is desirable for those
reasons.

Once the five different models are estimated, the pairwise comparisons discussed
in the introduction and diagrammed in Figure 1 can be carried out. Each pairwise
comparison is made as follows. Differences in pairs of individual coefficients for each pair
of models are calculated. The standard error of each difference is calculated according to
the formula

SE(dif) = SE(1)2+ SE(2)2
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This formula is an approximation, since it neglects the covariance term, which would be
-2cov(1,2) . This is not easily calculable, since the two models are in most cases
estimated from different data sets. There are no standard theoretical formulas that we
are aware of. However, since the data sets will be positively correlated in general, we
would expect the covariance term to be positive. Hence, leaving it out gives an
overestimate of the true standard error of the difference of coefficients, and hence an
underestimate of the degree of statistical significance of the difference. For comparisons
such as models (1) and (2), where both data sets are the same except for a single
variable, we would expect the covariance to be high and the standard error to be
substantially overestimated. However, in general it is difficult to guess the extent of
significance. This is not too much of a problem, however, since ultimately what matters is
the comparison of comparisons, i.e. how different models do against the benchmark,
"true" or valid model.

3.2 Response and Non-Response Errors

We first examine how the conventional model estimates, which are affected by both
response error and non-response error, compare with the estimates based on the
validation data. We then decompose the effects of response error and non-response
error, by comparing each of the above sets of estimates with those from the validation
data restricted to the informed subsample of people. Figures 6 and 7 summarize the
comparisons.

(i) Electricity Demand

For the comparison, 24 of the 57 differences in coefficients (exluding seasonal
dummies) were statistically significant. These included variables such as those indicating
the presence of an upright frost-free freezer, electric heat with a central furnace
(multiplied by square footage and heating degree days), electric water heat with a low flow
shower head, electric heat for units built after 1978 (multiplied by square footage and
heating degree days) and miscellaneous electric appliances (VCR, PC, stereo). 14 of the
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24 significant differences (model (1) - model (3)) were negative, indicating no consistent
direction of bias. It seems reasonable to say, therefore, that the combined effect of errors
in variables and sample selectivity is a substantial bias in the electricity demand equation.

Gas Demand

Comparing the conventional model with RASS data and the model with validation

data, in the case of the gas demand equation, excluding the monthly dummies, 11 of 29
differences were significant. These included important variables involving the presence of
gas space heat multiplied by square footage and heating degree days, and further
mutltiplied by one of the following variables: whether the unit was built after 1978, whether
it had a clock thermostat, and the income of the household. Other significant differences
involved variables based on the presence of gas water heat, gas cooking and a gas
clothes dryer. 6 of the 11 significant differences were positive: hence there was again no
consistent direction of bias. The proportion of significant differences was almost the same
as for electricity demand. Again, it seems reasonable to state that the combined effect of
errors in variables and sample selectivity is a substantial bias in the gas demand equation.

(i) Electrici man

In this comparison, there were 18 significant differences. 11 of these were also
significant in the first comparison, so one can partially attribute those biases in the first
comparison to errors in variables. Note that some biases due to errors in variables do not
show up when there is sample selection bias as well -- the two effects may indeed mitigate
each other.

Gas Demand
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In contrast to the electricity demand model, there were as many significant
differences as in the first comparison, 11 excluding the seasonal dummies. However, only
5 of these were the same as in the first comparison. Hence, as in the electricity demand
case, sometimes biases due to errors in variables are mitigated by biases due to sample
selectivity.

(iii) Electricity Demand

In this case, there were 9 significant differences. 4 of these were also significant in
the first comparison, while 6 were also significant in the third comparison. Thus in some
cases, the combined effect of individual biases shows up in the decomposition in
comparisons (iii) and (iv). For some variables, however, there was no evidence of a
significant bias when only one cause was present -- however their combination led to a
significant bias. The conclusions are in line with theory -- it is hard to predict low factors
such as errors in variables and sample selection bias will interact, and the "proof of the
pudding is in the eating.” |n terms of numbers of significant differences, however, is
seems that errors in variables bias is a more serious problem than sample selection bias
in this case.

Gas Demand

For this comparison, there were only 5 significant differences.. This suggests that
sample selection bias is less serious than errors in variables bias for gas demand as well,
and that any misspecifica-
tion of seasonal patterns of usage is not due to sample selectivity. 3 of the 5 significant
differences were also significant in the first comparison, which looked at combined biases.
Of that first comparison, 4 of the significant differences cannot be attributed solely to
either errors in vanables or sample selectivity: it is their interaction that leads to the bias.

To sum up:
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(i)  There are important biases due to errors in variables, sample selectivity, and
their combined presence.

(i)  In some cases, the combination of errors in variables and sample selectivity
reduces bias from that due to a single factor, but in some cases bias is increased.

(i) On the whole, errors in variables seem a more important source of bias than does
sample selectivity.

Finally, a graphic representation of the implication of these conclusions for
estimated UES's is in Figure 8.

3.3 Correcting for Sample Selectivity Bias

The results of the previous section suggest that, while response error is a more
important source of bias, sample selectivity or non-response error also contributes to bias
in the estimates of the parameters of the energy demand equations. Accordingly, we
examine here the performance of Heckman's two-step method for correcting for sample
selection bias. The resuits are provisionally discouraging for the use of this method, since
the estimates using Heckman's method also appear to be subject to biases. We say
provisionally since our conclusions are conditional on assuming there is no
misspecification in the model, so that the estimates using the validation data are
unbiased. This assumption may not hold, though it is beyond the scope of the present
study to examine its validity. Also, the Heckman method does appear to do a little better
than the conventional one, when applied to the RASS data.
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