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ABSTRACT
Building controls are becoming more important and complicated due to the dynamic and stochastic energy demand, on-site intermittent energy supply, as well as energy storage, making it difficult for them to be optimized by conventional control techniques. Reinforcement Learning (RL), as an emerging control technique, has attracted growing research interest and demonstrated its potential to enhance building performance while addressing some limitations of other advanced control techniques, such as model predictive control. This study conducted a comprehensive review of existing studies that applied RL for building controls. It provided a detailed breakdown of the existing RL studies that use a specific variation of each major component of the Reinforcement Learning: algorithm, state, action, reward, and environment. We found RL for building controls is still in the research stage with limited applications (11%) in real buildings. Three significant barriers prevent the adoption of RL controllers in actual building controls: (1) the training process is time consuming and data demanding, (2) the control security and robustness need to be enhanced, and (3) the generalization capabilities of RL controllers need to be improved using approaches such as transfer learning. Future research may focus on developing RL controllers that could be used in real buildings, addressing current RL challenges, such as accelerating training and enhancing control robustness, as well as developing an open-source testbed and dataset for performance benchmarking of RL controllers.
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1. Introduction

People spend more than 85% of their time in buildings [1]. At the same time, buildings consume about 40% of total primary energy in countries like the United States [2]. Well-performing building controls are capable of delivering a healthy and comfortable indoor environment in an energy- and carbon-efficient way. However, building controls are becoming complicated because in addition to traditional services such as lighting and HVAC, modern building energy systems must respond to on-site intermittent renewables, energy storage, electric vehicle charging, and more. Furthermore, buildings need to respond to grid signals by shifting the load to improve grid stability and security, adding a layer of complexity to building controls. The U.S. Department of Energy launched an initiative on Grid-interactive Efficient Buildings (GEB), which aims to develop and integrate technologies for grid responsive buildings to achieve lower energy use (energy efficiency), flexible loads (demand flexibility), and resilience (e.g., running in low power mode under constrained conditions such as heatwaves). Smart building controls play a critical role in GEB [3].

May [4] argued that advanced building controls need to function well in the following three aspects to make buildings smart and intelligent: first, they must balance the trade-off between multiple goals, such as occupant comfort, energy conservation, grid flexibility and carbon emission reduction; second, they must adapt autonomously to the environment and its occupants; and third, they must feed occupant feedback into the control logic (human-in-the-loop). Unfortunately, those functions are difficult to achieve using conventional building control techniques.

The most conventional building control is rule-based feedback control, which includes two steps: (1) rely on some pre-determined schedules to select the setpoints (e.g., temperature setpoint), and (2) track the setpoints using techniques such as Proportional-Integral-Derivative (PID) control [5]. The rule-based prescriptive approach can maintain occupant comfort by maintaining a comfort range. Additionally, it is possible to reduce energy consumption and carbon emissions by adjusting the setpoints based on heuristic rules; for example, relaxing the temperature setpoint band during unoccupied hours or demand response events. ASHRAE Guideline 36 summarized those rules [6], which could represent the state of the art of this approach adopted by industry.

The prescriptive and feedback-based reactive control strategy is simple and effective, but not optimal, for two reasons. First, predictive information is not taken into consideration, leading to sub-optimal performance. For instance, if the coming day is predicted to be hot, it might be more energy efficient to pre-cool the building in advance. Second, the control sequence (such as those parameters in the PID controller) is fixed and predetermined, so it is not customized to a specific building and climate condition. To improve building control performance, Model Predictive Control (MPC) has been explored.

The three words in the Model Predictive Control correspond to its three critical steps. “Model” corresponds to the development and identification of models that characterize the thermal and energy dynamics of buildings and systems. “Predictive” corresponds to the disturbance prediction, such as weather or occupancy prediction in the building context. “Control” corresponds to solving the optimization problem by feeding the predictive information into the developed model. Since it was initially proposed in the 1970s in the chemical and petrochemical industries, MPC has been successfully applied in many fields [7]. In the building industry, MPC has been used to control radiant ceiling heating [8], floor heating [9], intermittent heating [10] and ventilation [11], and to optimize cold water thermal storage systems [12]. MPC has proved its potential to save energy in both simulation [13] and experimental tests on real buildings [8].

The major challenge of MPC is that it is labor-intensive and requires expertise to use. It might be cost-effective to develop and calibrate a model for a car or an airplane that can be generalized and used for many cars and airplanes. Still, every building and its energy systems are unique, so it is difficult to generalize a standard building energy model for various buildings. As a result, despite the promising results, MPC has not yet been widely adopted by the building industry [14].

Empowered by big data, powerful computing, and algorithm advancement, Machine Learning (ML) has been used in almost every stage of the building lifecycle and has demonstrated its potential to enhance building performance [15]. As a branch of machine learning specifically for control problems, Reinforcement Learning (RL) is becoming a promising method to revolutionize building controls. RL is data-driven, which could help users avoid the tedious work of developing and calibrating a detailed model, as is required by MPC. Additionally, RL could leverage the recent and rapid developments in the machine learning field, such as deep learning and feature encoding, to make better control decisions. RL has been successfully applied in other areas, ranging from gaming [16] to robotics [17]. It is the time to explore whether or not RL could be used to optimize building controls to achieve energy efficiency, demand flexibility, and resiliency, which is a new but rapidly developing area. The objectives of this paper are threefold. First, we introduce the general framework of RL and how this framework would fit into the building control field. Secondly, we provide a detailed breakdown of the existing studies that use a specific variation of each major component of the Reinforcement Learning: algorithm, state, action, reward, and environment. Last, we discuss the current challenges and future
research opportunities of RL for building controls.

2. Methods and Objectives

2.1 Reinforcement learning for building controls

Reinforcement learning is a branch of machine learning that is specialized in solving control, or sequential decision making, problems. As shown in Figure 1, the three categories of machine learning problems differentiate from each other in terms of the kinds of feedback the agent/algorithm will receive after they make a decision/prediction. For supervised learning, the agent will immediately know how accurate its prediction is compared with the ground truth given by the label data. And this information will be used to update and improve the predictor. For unsupervised learning, no feedback is provided as the dataset is unlabeled. Reinforcement learning lies in the middle between the two scenarios, which receives delayed feedback.

![Three types of machine learning problems](image)

To better understand the concept of delayed feedback, we need to dive deep into the Markov Decision Process (MDP), which is the mathematical foundation of RL. MDP is formed by a tuple $(S, A, P, R)$, as shown in Figure 2.

- **S: State**
  The state is a mathematical description of the environment that is relevant and informative to the decision to be made. States in RL are similar to features in supervised or unsupervised learning. Taking HVAC controls as an example, current room temperature could be the state the HVAC controller wants to consider. Additionally, the predicted outdoor temperature of the next time step might also be another state variable, as this information could inform the controller to make a better decision.

- **A: Action**
  Action is the decision made by the controller in terms of how to control the environment. In the example of HVAC control, the action could be adjusting indoor temperature setpoint, supply air temperature, fan speed, etc.

- **Environment**
  Environment is the target of the control, which is mathematically represented by the following two functions:
    - **P: Transition Probability**
      The transition probability predicts how the environment will evolve if we take action $a_t$ at state $s_t$, i.e., mapping the state and action of the current time step to the state of the next time step.
    - **R: Reward Function**
      The reward function predicts the immediate rewards of taking action $a_t$ at state $s_t$, i.e., mapping the state and action to the rewards.

- **Controller/Agent**
  The goal of the controller is to find the optimal **Policy ($\pi$)**, which outputs an optimal action for each state. There are primarily two approaches to achieve this goal:
    - **Model-based RL**
      If the characteristic of the environment is known to the controller, i.e., the **transition probability** and the **reward function** are known, we could use value iteration or policy iteration to find the optimal policy.
    - **Model-free RL**
      In most scenarios, the behaviors of the environment are unknown to the agent. The controller needs to find out the optimal policy without modeling the environment. Model-free RL is similar to the concept of end-to-end machine learning, as they both skip some intermediate steps (modeling the environment in RL context) and achieve the goal directly.
Given the RL framework, we can better understand the concept of delayed feedback. Because the feedback is delayed, the control problem becomes complicated. Under the context of RL, any action leads to two consequences, receiving an immediate reward and arriving at a new state. The control agent could not simply select the action corresponding to the highest reward; instead, it needs to consider the delayed future rewards corresponding to the new state. For instance, the action of pre-cooling might lead to higher immediate energy consumption, but in the long term, the new state saves utility costs. The strength of RL lies in its ability to optimize the trade-off between short-term and long-term benefits. To differentiate the long-term benefits from the short-term ones, the concept of Value is introduced. Value is defined as the accumulated ‘benefits’ of future multiple steps. On the contrary, reward is defined as the immediate ‘benefits’ of taking the selected action at the current time step. In other words, value is the accumulated rewards of multiple future steps until the end.

As observed in Figure 2, there are five major components in RL settings: controller, states, actions, rewards, and the environment. Varieties in the five components (such as different algorithms or different states to represent the environment) lead to different RL implementation, which results in different control performance. The ultimate goal of this study is to conduct a tutorial survey and a comprehensive review of existing studies using RL for building controls. By surveying how current researchers select state and action variables, determine reward function, and choose algorithms, we aim to present an overview of the current applications of RL for building controls.

2.2 Literature search

We conducted a literature search on the academic search platform Web of Science using the topic structure and keywords shown in Equation 1, where the symbol “*” is used to search for terms in both singular and plural forms. The Web of Science platform could retrieve papers from both the traditional built environment field and the computer science field. We did not down select or filter out any papers that applied Reinforcement Learning in the buildings field.

topic = (reinforcement learning) AND [(building * OR house * OR home OR residential *) AND control]  

(Eq. 1)

The literature search was conducted in December of 2019. With the search structure and keywords listed in Equation 1, 77 articles on this topic were found and reviewed. The 77 studies examined in this paper are listed in Table A1 of the Appendix. Figure 3 summarizes the papers based on their publication journals and the control subjects.
As shown in Figure 3, the publication on this topic jumped between 2014 and 2015, and then stayed stable. Applying RL for building controls is an interdisciplinary field: half of the papers are from journals focused on computer science, artificial intelligence, and controls. The remaining publications are from journals focused on buildings, energy, and the environment. To follow the latest progress, researchers need to watch journals from both fields. In terms of the control subject, 35% of studies used RL to control HVAC, and the proportion increased to 50% after 2015. Other popular subjects include the charging/discharging of batteries and scheduling of home appliances.

In addition to the number of articles published, another important index for estimating the quality and influence of those publications is the number of citations, which was listed in Figure 3b. Articles in this field, in general, are cited between 20–70 times per paper. The most cited paper in this field was published in 2010 using tabular Q-learning for home appliance scheduling [18]. This article was published in First IEEE International Conference on Smart Grid Communications and has been cited 250 times. Papers using RL for HVAC controls were not cited as many times as those focused on other fields. A possible reason is those papers were published more recently, between 2015 and 2019. Table 1 lists the most highly cited papers in each subject, so hopefully, that list can direct readers to the most influential papers on each subject.

---

1 As studies using reinforcement learning for building controls were published in too many journals to be exhaustively presented, we only list those journals that published at least two papers and group the remaining into a small number of combined categories. The combined categories are noted with a star.

2 An article might be counted twice if it controls multiple building components.

3 The number of citations were retrieved from Google Scholar until December 23, 2019.
<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of Citations</th>
<th>Most Highly Cited Paper</th>
<th>Journal/Conference of Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVAC</td>
<td>114</td>
<td>Dalamagkidis et al. (2007) [19]</td>
<td>Building and Environment</td>
</tr>
<tr>
<td>Appliances</td>
<td>250</td>
<td>O'Neill et al. (2010) [18]</td>
<td>IEEE Conference on Smart Grid Communications</td>
</tr>
<tr>
<td>Combined Heat and Power</td>
<td>87</td>
<td>Jiang and Fei (2014) [23]</td>
<td>IEEE Transactions on Smart Grid</td>
</tr>
<tr>
<td>Windows</td>
<td>114</td>
<td>Dalamagkidis et al. (2007) [19]</td>
<td>Building and Environment</td>
</tr>
</tbody>
</table>

2.3 Previous reviews

Three literature review studies were found in the literature search. They summarized the applications of reinforcement learning in building controls for three specific purposes: occupant comfort, energy savings, and demand response.

Han et al. (2019) [25] reviewed the application of reinforcement learning for occupant comfort management. Thirty-three empirical studies on this topic have been identified and reviewed. Among the papers reviewed, value-based Q-learning was found to dominate the learning algorithms. The majority of papers sought to maintain comfortable indoor temperature, while other important aspects of occupant comfort, such as indoor air quality and visual comfort, are rarely studied. Another interesting finding is how the occupant comfort should be defined, as only 5 out of 33 studies include occupant feedback in the control loop. At the end of the paper, the authors proposed some future research trends. First, multi-agent reinforcement learning needs to be further explored because there might be multiple occupants present in the environment. Additionally, because reinforcement learning is computationally demanding, how to better integrate the computation platforms with the building management system is also important for the application of RL in buildings.

Mason and Grijalva (2019) [26] reviewed the application of reinforcement learning for building energy management, including HVAC, water heater, appliances, lighting, photovoltaics (PV), batteries and the electrical grid. It was found that RL can typically provide savings of about 10% for HVAC and about 20% for water heaters. However, the vast majority of current studies are in simulation only. Several future research trends on this topic have been identified. First, Deep Reinforcement Learning was believed to be promising due to its capability to learn more complex policy under sophisticated environments. Second, as building operation has multiple goals (e.g., energy, comfort, cost), multi-objective RL demands further investigation, such as Pareto Q learning. Third, in the scenario of controlling a community of homes or in the campus/urban scale, multi-agent RL is needed. Last, transfer learning is crucial for the large adoption of RL for building controls, as it is time-consuming and computationally demanding, if not totally impossible, to train an RL controller for each building. Transfer Learning is defined as the process of applying the knowledge learned from one task to a related, but different, task [27]. Transfer learning is important because training the controller is a time-consuming process and requires expertise. Rather than training the RL controller on every individual building, it would be more efficient and scalable if we could train the RL controller on a small number of buildings and then apply them to larger building stocks. Transfer learning technique has been used in MPC based building controls [28], however, no successful application of transfer learning is found in the RL-based building controls.

Vázquez-Canteli and Nagy (2019) [29] reviewed the use of reinforcement learning for demand response applications. In total, 105 articles were reviewed. Some common research gaps were identified; for example, only a small fraction of studies reviewed have been tested in physical systems, and very few studies include
occupant feedback into the control loop. Additionally, Vázquez-Canteli and Nagy (2019) pointed out that most of the studies are not easily reproducible, and the performance of controllers are not comparable due to the different thermal dynamics and properties of different testbeds. Based on those gaps, two future research needs were identified. First, standardized control problems—as well as integrated software tools that include both building simulation and machine learning features—are needed to help researchers investigate their control approaches and compare them directly to other approaches. And second, the applicability of reinforcement learning in multi-agent systems needs to be further explored, especially for grid operation and optimization.

2.4 Research gaps and objectives

As introduced in Section 2.1, “reinforcement learning” is a broad and ambiguous term. A careful selection of states, actions, and algorithms is crucial for the performance of RL controllers. Meanwhile, different environmental settings make the comparison between various studies very challenging, if not impossible. As RL attracts increasing research and practical attention, it is necessary to comprehensively review and summarize which states, actions, and algorithms were selected, and how the environment was set up in existing studies. Such a review could help new researchers better understand the progress and identify research gaps in existing studies. In this study, we aim to provide a detailed breakdown of the existing studies that use a specific variation of each major component of the Reinforcement Learning, from the selection of algorithm, state, action, value approximation to the design of environment. Such a comprehensive breakdown has never been done before. Even though three review studies were found on similar topics, they only focus on a specific topic of building controls, which might not be able to provide a comprehensive overview of this topic.

The goal of this study was to conduct a comprehensive survey of studies that applied RL for building controls. When designing an RL controller, many decisions need to be made; among them, how the state and action space is determined, how the reward function is designed, which algorithm is used, and where the training data come from. The object of this study was to dive deep into those subtle but essential variations. By reviewing the existing studies, we aim to present a whole picture of: (1) which areas/approaches have been extensively studied and which have not, and (2) which approach works and which does not, and why. We believe this work could help researchers learn from existing studies, get inspiration from current research trends, choose which research gaps to address, and improve the design of their own RL controller.

We organize our review around five topics: algorithms, states, actions, rewards, and the environment—each corresponding to a key component in the RL framework, as presented in Figure 2. The result of this survey will be presented in Section 3. A full list of reviewed papers is shown in Table A1, so readers can easily retrieve key information as needed. In Section 4, we discuss some advanced topics of RL controllers, including how to speed up training, how to guarantee security, and how to evaluate performance. Conclusions are presented in Section 5.

3 Survey on Reinforcement Learning for Building Controls

Before diving deep into the survey results, we started with the mathematical formulation of the RL problem, which is shown in equations 2 and 3. The sequence of states and actions

\[ s_1, a_1, \ldots, s_T, a_T \]

is called trajectory \( r \), which is determined by the transition probability \( p(s_{t+1}|s_t, a_t) \) and the policy \( \pi_\theta(a_t|s_t) \). The transition probability \( p(s_{t+1}|s_t, a_t) \) and the reward function \( r(s_t, a_t) \) are the characteristics of the environment. Given \( p(s_{t+1}|s_t, a_t) \) and \( r(s_t, a_t) \), the goal of the agent is to find the optimal control policy \( \pi_\theta(a_t|s_t) \) that could result in the trajectory \( s_1, a_1, \ldots, s_T, a_T \) with highest accumulative rewards \( E_{r \sim p_\theta(r)}[\sum r(s_t, a_t)] \). The expectation operator \( E_{r \sim p_\theta(r)} \) is introduced because both the environment and the policy could be stochastic.

\[
p_\theta(s_1, a_1, \ldots, s_T, a_T) = p(s_1) \prod_{t=1}^{T} \pi_\theta(a_t|s_t) p(s_{t+1}|s_t, a_t) \tag{Eq. 2}
\]

\[
\max_\theta [E_{r \sim p_\theta(r)}[\sum r(s_t, a_t)]] \tag{Eq. 3}
\]

3.1 Algorithms

As introduced in Section 2.1, there are two major categories of RL algorithms: model-based RLs and model-free RLs. A model-based RL learns the characteristics of the environment \( p(s_{t+1}|s_t, a_t) \) and \( r(s_t, a_t) \) first, if they are not known in advance. Then the learned \( p(s_{t+1}|s_t, a_t) \) and \( r(s_t, a_t) \) can be used to find the optimal policy. This approach is called “model-based RL” because the process of learning \( p(s_{t+1}|s_t, a_t) \) and \( r(s_t, a_t) \) is primarily developing a model for the environment. The model could be a data-driven model, such
as a deep neural network, or a physics-based model, such as thermal resistance–thermal capacity model. In this regard, a model-based RL is similar to the MPC technique discussed in the Introduction section, as MPC could be developed from not only physics-based or reduced-order models [30], but also pure data-driven models [31]. However, learning an accurate model is time-consuming and requires expertise. And a more accurate model might not necessarily lead to better control [32]. The model-free RL skips the process of having to learn a model. Instead, it explores the optimal control policy by learning from the interaction with the environment. There are three approaches to find the optimal control policy without learning the model: policy gradient, actor-critic, and value-based.

The Policy Gradient method directly differentiates the accumulated rewards  \( E_r[p(r)](\sum_t r(s_t, a_t)) \) (referred to as  \( J_\theta \)) with respect to \( \theta \). After some mathematical tricks, the gradient of accumulated rewards could be rewritten as Equation 4 [33]. Once \( \nabla_\theta J(\theta) \) is calculated, we could update \( \theta \) using Equation 5 to increase the accumulated reward \( J(\theta) \). This approach is named “policy gradient” because it uses the gradient of policy \( \nabla_\theta \log p_\theta(a_t|s_t) \) to update the policy. After the policy is updated, we run the new policy with the environment to collect a new trajectory and rewards \( s_1, a_1, r_1, \ldots s_T, a_T, r_T \), and use the new trajectory to calculate \( \nabla_\theta J(\theta) \).

Thanks to the advancement of deep learning, the implementation of the policy gradient is convenient, using automatic differentiation packages [34] such as TensorFlow, Pytorch, and others.

\[
\nabla_\theta J(\theta) \approx \frac{1}{N} \sum_{i=1}^N [\sum_{t=1}^T \nabla_\theta \log p_\theta(a_t|s_t)](\sum_{t=1}^T r(s_t, a_t)) \quad \text{(Eq. 4)}
\]

\[
\theta \leftarrow \theta + \alpha \nabla_\theta J(\theta) \quad \text{(Eq. 5)}
\]

As the log-likelihood term of \( \nabla_\theta \log p_\theta(a_t|s_t) \) essentially quantifies how likely the action \( a_t \) will be selected given the current \( s_t \), the policy gradient algorithm could be interpreted as: increasing the chance of taking action \( a_t \) if \( a_t \) will result in a higher accumulated reward \( \sum_{t=1}^T r(s_t, a_t) \).

The Actor-Critic algorithm enhances the policy gradient approach by replacing the accumulated rewards \( \sum_{t=1}^T r(s_t, a_t) \) with a value approximation function. We introduced \( \sum_{t=1}^T r(s_t, a_t) \) because we need to evaluate the policy \( \pi \), and use this evaluation to improve the policy. However, this evaluation has a high variance. Because the environment is stochastic in most cases, the trajectory \( s_1, a_1, r_1, \ldots s_T, a_T, r_T \) is just one of many outcomes. Therefore using \( \sum_{t=1}^T r(s_t, a_t) \) in Equation 4 is essentially using only one sample of trajectory to estimate the performance of the policy \( \pi_\theta \). Though the single-sample estimator is unbiased, it has a very high variance. To address this issue, Actor-Critic algorithm introduces a value estimator \( Q^\pi(s_t, a_t) \) to replace the single sample estimator \( \sum_{t=1}^T r(s_t, a_t) \) as the evaluation of the policy; and then use \( Q^\pi(s_t, a_t) \) to update and improve the policy. \( Q^\pi_\theta(s_t, a_t) \) is fitted with the sampled reward sums. This approach is named “Actor-Critic” because in addition to the policy function \( \pi_\theta(a_t|s_t) \) (called actor), the value estimation function \( Q^\pi_\theta(s_t, a_t) \) (called critic) is introduced.

The third model-free RL algorithm type is Value-Based. A value-based RL learns the value function without explicitly representing the policies. The idea behind the value-based approach is: once we can evaluate every action-state pair \( (s_t, a_t) \) at any time step, there is no need to calculate \( \nabla_\theta J(\theta) \) to improve the policy \( \theta \leftarrow \theta + \alpha \nabla_\theta J(\theta) \). Instead, we can directly use \( (s_t, a_t) \) to select our action by using an argmax operation as shown in Equation 6. In this way, we do not need to explicitly represent the policy function. The value function of action-state pairs is called the Q function. This approach is known as Q-learning.

\[
\pi'(a_t|s_t) = \begin{cases} 1 & \text{if } a_t = \text{argmax}_{a_t} Q(s_t, a_t) \\ 0 & \text{otherwise} \end{cases} \quad \text{(Eq. 6)}
\]

We summarized which approach is most widely used for the purpose of building controls in Table 2 and Figure 4. Table 2 excluded three reviews and one tutorial from the 77 studies. It is clear the value-based approach dominates our field. The reason is that the value approximation function is needed because it significantly reduces the variance, compared with the single-sample estimation \( \sum_t r(s_t, a_t) \). However, the policy function is not necessary, as we could directly use the argmax operation to represent and improve the policy. Therefore, the value-based approach balances well the trade-off of performance and simplicity.
Table 2. RL algorithms used for building controls

| Algorithm   | $\pi_\theta(a_t|s_t)$ | $V_\phi(s_t)$ or $Q_\phi(s_t, a_t)$ | Popularity           |
|-------------|-----------------------|------------------------------------|----------------------|
| Model-free  |                       |                                    | 3 out of 73 studies  |
| Policy      | $\sqrt{\cdot}$       | $\times$                           | 3 out of 73 studies  |
| Gradient    |                       |                                    | 3 out of 73 studies  |
| Value-Based | $\times$              | $\sqrt{\cdot}$                    | 56 out of 73 studies |
| Actor-Critic| $\sqrt{\cdot}$       | $\sqrt{\cdot}$                    | 11 out of 73 studies |

Model-based

Figure 4. Algorithms of RL for building controls

However, shown in Figure 4, the policy gradient and actor-critic approaches have become increasingly popular in recent years, especially since 2017. The reason behind this trend is researchers gradually realized an explicitly represented policy function $\pi_\theta(a_t|s_t)$ could help to transfer the knowledge learned from one

---

* A paper might be counted twice if it controls more than one building system.
building to another, i.e., facilitate transfer learning. To persuade the industry to adopt RL, it is critical to
convince users that what a controller learned from one building can be generalized to another. The value
function (a mapping from state-action pairs to value) is not suitable to transfer, because different clients might
have different control goals and utility structures. However, the policy function (a mapping from state to action)
is more transferable; for instance, no matter what the goal is, turning on the heating when the indoor
temperature is low remains the same for almost every building. Therefore, increasingly studies are starting to
explore the possibility of using policy gradient [32] or actor-critic [35] methods to facilitate transfer learning.

If an actor-critic or value-based approach is selected, the next question is how to represent the value function.
The simplest idea is to use a table to record the value associated with each action-state pair. As shown in Figure
5, about 42% of studies adopted this simple solution. However, when the number of action/state variables
increase, or if the state/action variables are continuous rather than discrete, storing the value of each action-
state pair in a table becomes infeasible. To solve this problem, value function estimators have been proposed.
The most widely used estimator is a deep neural network, thanks to the rapid development of deep learning.

As observed in Figure 5, using a deep neural network as a value function approximation accounts for more
than 50% of studies in this field since 2018.

Another important aspect RL practitioners need to consider is the balance between exploration and exploitation.
RL implements the trial-and-error approach to find the optimal control policy. It tries different control policies,
evaluates them, and selects the most rewarding one. However, if the controller only focuses on improving itself
using either policy gradient (Equation 5) or argmax (Equation 6), the controller might be locked in local
optimal if it fails to explore the entire action space. Utilizing the currently known knowledge is called
exploitation, and exploring the new action space is called exploration. A good controller needs to guarantee
that it has explored the whole action space and avoided the local optimal. Two exploration strategies are
popular in the RL field: $\epsilon$-greedy and Boltzmann Exploration (a.k.a. softmax exploration).

The $\epsilon$-greedy approach, as presented in equations 7 and 8, selects the currently known optimal action with
the probability of $1 - \epsilon$ and selects a random action with the probability of $\epsilon$. The controller with a higher
$\epsilon$ explores more.

$$P(a_i = \text{argmax}(Q(a_i))) = 1 - \epsilon \quad \text{(Eq. 7)}$$
$$P(a_i = \text{random}) = \epsilon \quad \text{(Eq. 8)}$$

The Boltzmann approach, as presented in Equation 9, selects the action based on the action performance
$Q(a_i)$ and $\tau$. $\tau$ is also called the “temperature” factor, specifying how random the selection is. When $\tau$ is
high, all possible actions will be explored almost equally. When $\tau$ is small, actions with high $Q(a_i)$ value
are more likely to be selected.
\[ P(a_i) = \frac{\exp(q(a_i))}{\sum_{i=1}^{n} \exp(q(a_i))} \]  

(Eq. 9)

In practice, the controller tends to explore more at the beginning of training and exploit more when the majority of action space has been explored already. This strategy could be easily implemented by reducing \( \epsilon \) or \( \tau \) for \( \epsilon \)-greedy and Boltzmann Exploration, respectively.

Figure 6 surveyed the exploration methods used in the RL controller. About 60% of studies selected \( \epsilon \)-greedy, which is three times as popular as Boltzmann Exploration. \( \epsilon \)-greedy is more popular because its simplicity does not sacrifice its performance.

3.2 States

The selection of states is another crucial step for RL learning. If unnecessary states are selected, the RL controller suffers from the curse of dimensionality. Contrarily, if some important states are not selected as inputs of the controller, it is impossible for the controller to make optimal decisions, regardless of how good the algorithm is.

As introduced in Section 2, RL is mathematically formed as an MDP, in which the Markovian Property must be held. Markovian Property represents the behavior that future states purely depend on the current states, which, unfortunately, does not hold for building thermal dynamics, because of the thermal mass. To solve this problem, historical states need to be included in the MDP, especially if thermal dynamics are involved. As shown in Figure 7a, only one out of six studies of RL for HVAC control considered historical states. The remaining studies might be problematic because they train their controllers using RL but cannot guarantee that the Markovian Property holds.

One reason that the majority of studies do not consider historical states is the curse of dimensionality. For instance, in the Fuselli and De Angelis (2013) study, states of the previous two time steps were considered in the critic network, markedly increasing the number of inputs [36]. Some solutions have been proposed to address the curse of dimensionality; for example, Ruelens et al. (2015) [37] used an auto-encoder to compress the previous ten indoor temperatures and control signals into six hidden states. They then used the six hidden states to develop their RL controller. The auto-encoder is a deep neural network-based dimension reduction technique.
In addition to the historical states, predicted states could also help to improve controller performance. For instance, a weather forecast could be used to inform the operation of pre-cooling or pre-heating. Integrating predicted information into control is a crucial idea introduced by MPC, and this also can be used in an RL controller. As shown in Figure 7b, only about 16% of studies use predicted information. Ruelens et al. (2016) [38] found that including weather forecasts as states could improve the performance of RL controllers by 27%. Similarly, de Gracia et al. (2015) [39] used weather forecasts to improve the energy performance of a ventilated double skin façade controller. However, energy performance is very sensitive to the accuracy of the weather forecast. Using real weather data could save 18% energy than using predicted weather data. Actual weather forecasts unavoidably have some prediction errors; how those forecast errors influence the RL performance demands further investigation.

3.3 Actions

The selection of control variables is the third decision RL practitioners need to make. Too many control points is problematic due to the curse of dimensionality. As shown in Figure 8, 70% of existing studies control fewer than four points. More than ten control points are included in 13.8% of studies, mostly because those controllers are designed for multi-building optimization.
HVAC control is more complicated than that for other building components, including batteries or lighting. Figure 9a illustrates why it is challenging to design an HVAC controller that could be used in every building. HVAC control is complex for two reasons. First, there are different components: a terminal, an air handling unit, a heating/cooling source, and a condenser; and for each component, there are different device types; for instance, the terminal could be a variable air volume (VAV) box or baseboard radiator. Second, for each device, there are different levels of controls. The controller could directly control the actuator level, or the setpoint (aka supervisory control). If the supervisory control is selected, conventional controllers are needed to control the actuator to track the setpoint. Figure 9b shows the control variables surveyed from existing studies. The majority of studies were controlling the HVAC terminals at a high level, i.e., the room temperature setpoint. At this level, pre-cooling or pre-heating strategies are optimized to shift the load. Additionally, six studies are about medium-level control of the terminal, such as the supply air temperature or flow rate of the VAV box. Very few current studies are controlling the actuator directly.

<table>
<thead>
<tr>
<th>Equipment type</th>
<th>Condenser</th>
<th>Source</th>
<th>AHU</th>
<th>Terminal</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (ultimate goal)</td>
<td>Cooling tower, air source, ground source</td>
<td>VAV box, Fan coil unit, radiator</td>
<td></td>
<td>Room temp sp.</td>
</tr>
<tr>
<td>Medium</td>
<td>Cond. water temp</td>
<td>Supply water temp</td>
<td>Supply air temp.</td>
<td>Supply air temp.</td>
</tr>
<tr>
<td>Low (actuator)</td>
<td>Fan speed</td>
<td>Compressor speed</td>
<td>Cooling valve</td>
<td>Reheat valve</td>
</tr>
<tr>
<td></td>
<td>Pump speed</td>
<td>etc.</td>
<td>Economizer</td>
<td>Fan/damper</td>
</tr>
</tbody>
</table>
3.4 Rewards

The reward function is designed based on the optimization goal. Figure 10 shows results from surveys of the optimization goal of existing studies. The surveys found three major goals for building controls: occupant comfort, energy conservation, and load flexibility. In this study, we consider load flexibility and cost reduction to be the same goals because cost reduction is achieved by shifting the load from the periods with high utility prices to periods with lower prices.

As observed in Figure 10, occupant comfort is a prerequisite of load flexibility and energy conservation, and all studies list occupant comfort as at least one of their control goals. Additionally, more than 60% of studies aim to enhance load flexibility. All RL controllers for combined heat and power, appliance scheduling and battery operation aim to improve load flexibility. Energy conservation is another common goal, and this goal is mostly achieved by controlling HVAC. Some other important goals, such as carbon reduction, are missing in current studies using RL for building controls.

When multiple goals exist, the next question is how the reward function should be formulated so that different goals can be considered simultaneously. The first approach is to use the weighted sum of different optimization goals. Chen et al. (2019) [32] integrated the comfort and energy targets by formulating the cost function as Equation 10, where the weight \( \eta \) is tunable: \( \eta \) has a higher value during occupied hours than non-occupied hours.
A second approach is to form the multi-objective optimization as a constrained optimization problem. Leurs et al. (2016) [40] set a lower and upper temperature boundary to guarantee occupant comfort. To make sure the comfort constraint would be satisfied, a conventional controller that could overwrite the RL controller when the temperature is close to or beyond the boundary was set up as a backup. The idea of a backup controller enhances the reliability of the RL controller. It was also used in Costanzo et al. (2016) [41], Ruelens et al. (2016) [42], and De Somer et al. (2017) [43]. In addition to the hard constraint, Yu and Dexter (2010) [44] implemented a soft constraint to co-optimize the comfort and energy goal by posing a penalty if the indoor temperature is outside the comfort range.

3.5 Environment

An RL controller is trained through trial-and-error approaches, which means an RL controller tries different policies, evaluates their performances, and then uses the evaluation to improve its policy. The trial-and-error method requires that the environment run the policy generated by the controller. This type of learning is called on-policy learning, i.e., the policy output of the controller is being carried out by the environment. However, on-policy training is challenging to implement in real buildings. A building operator would not allow an RL controller to test some random policy on an actual building because those random policies might mess up the built environment. Therefore, the idea of off-policy learning has been proposed. In off-policy training, controllers learn by observing the trajectory $s_1, a_1, r_1, \ldots, s_T, a_T, r_T$ generated from other policies. Policy gradient and actor-critic methods require on-policy learning, while some value-based algorithms allow off-policy learning. This is one reason why a value-based approach is more popular than a policy gradient or actor-critic approach, because off-policy learning is more flexible than on-policy learning.

Though off-policy learning is more flexible, it is not as effective as on-policy learning, because the action space cannot be fully explored, and the optimal policy might be overlooked by the current policy. Additionally, training an RL controller demands a huge amount of data. Using measured data alone might be inadequate.

Therefore, some researchers use simulation to create a virtual environment. The RL controller learns by interacting with the virtual environment. Figure 11 shows results from surveys of the simulation platform used to train an RL controller. MATLAB and EnergyPlus are the most popular simulation platforms for this purpose.

![Figure 11. Environment to train the RL controller](image)

3.6 Application in real buildings

Whether the RL controllers have been implemented in actual buildings and how they perform compared with conventional controllers are two key performance indicators of RL. Among the 77 studies reviewed in this paper, only nine controllers were implemented in real buildings: 3 domestic hot water controllers, 3 HVAC controllers, 2 lighting controllers and 1 window controller. Three studies reported energy/cost savings or comfort improvements compared with other controllers: In De Somer et al. (2017), the hot water controller
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5 SARSA (State-Action-Reward-State-Action) is an on-policy value-based RL, while Q-learning is an off-policy value-based RL.
saved operational cost by 15% after 40 days of training. In Kazmi et al. (2018), the hot water controllers were implemented in 32 Dutch houses [45] and found, compared with the fixed schedule or fixed setpoint control, the RL controller reduced energy consumption by almost 20% while maintaining occupant comfort. Extrapolated to a year, the RL controller has the potential to reduce household energy consumption by up to 200 kilowatt-hours (kWh). May (2019) [4] compared an RL controller with the manual occupant control of windows and found the RL controller could significantly improve thermal comfort and indoor air quality by 90%. However, how the improvements were quantified was not described in detail.

3.7 Discount factor
Another component of a typical MDP that was not discussed in Section 2 is the discount factor $\gamma$. The discount factor will revise the accumulated rewards to $E_{r-p\theta(r)}[\sum \gamma^{t-1}r(s_t, a_t)]$. As $\gamma$ is usually less than 1, future rewards are not as valuable as current rewards.

The discount factor is introduced mostly to guarantee convergence of MDP. Though primarily for mathematical purposes, the discount factor could be explained in two ways: (1) immediate rewards are more valuable because immediate rewards can generate interest if the reward is in a monetary form, and (2) due to the existence of uncertainty, future benefits are associated with higher risks, and accordingly need to be discounted. Because if you are uncertain about what will happen in the future, it is not a bad idea to discount future potential rewards a bit.

Even though the discount factor seems to make sense in some way, determining the proper value of $\gamma$ remains a question. Vázquez-Canteli et al. (2017) [46] discussed how different values of $\gamma$ would influence the behaviors of an RL controller for a heat pump. Higher $\gamma$ values assign greater importance to achieve long-term rewards and accordingly lead to more frequent operation of heat pumps when the outdoor temperature is high (higher coefficient of performance [COP]). Pre-heating during the periods with a high COP consumes more energy at the current time step, while saving energy for upcoming time steps. If $\gamma$ is small, the discounted future savings could not justify the current costs. Therefore, pre-heating could happen more only when $\gamma$ is adequately high.

4 Discussion

4.1 Accelerate training
As introduced in the previous section, training an RL controller is data- and time-demanding. An early study conducted by Henze and Dodier (2003) [47] showed 30 years of data was required to train the RL controller. With the advancement of the RL algorithm, the size of the training data has reduced significantly. The Yang et al. (2015) study found three years of training data to be adequate to guarantee that RL controllers outperform rule-based controllers [48]. How to use fewer data to achieve high performance with less training time is a crucial research question in this field.

The first approach researchers have proposed to accelerate training is to reduce the dimension of state-action space. The optimization problem becomes more complicated when the number of state and action variables increases, which demands more data and longer training time. Guan et al. (2015) [49] used one state variable, the net power (defined as the difference between the electricity load and PV generation), to replace two state variables, load and generation. Additionally, auto-encoder, a neural network-based dimension reduction technique, was employed in the Ruelens et al. (2016) [42] study. Zhou et al. (2019) [50] implemented Fuzzy Q-learning, which used fuzzy rules to discretize continuous states-actions and to reduce dimensions. Yoon and Moon (2019) [51] used Gaussian Process Regression (GPR) to compress six states into two.

The second approach is to decouple a complicated problem into multiple simpler problems. Ruelens et al. (2014) [21] decoupled a complicated problem with multiple action variables into multiple sub-problems, where each problem contained only one action variable. The multiple sub-problems communicate and collaborate in a multi-agent system. The authors claimed this approach brought in two benefits. First, the problem is more tractable and faster to train, as the number of state and action variables decreases for each sub-problem. Second, it provides a realistic decentralized solution with good scalability qualities. We will discuss the decentralized controller in more detail in Section 4.4. Zhang and van der Schaar (2014) [52] proposed the idea of decoupling the system dynamics into the known part and the unknown part, to speed the training. By decomposing the transition dynamics into these two parts, only the unknown part of the dynamics needs to be learned. By exploiting the partial information about the system dynamics that is already known, the convergence speed was increased by 30% compared to conventional Q-learning.

Similarly, Kim et al. (2015) [53] also defined and used post-decision state (PDS) to better utilize the known dynamics, using RL to only learn unknown dynamics. The third way to decouple a complicated problem is to
leverage supervisor control, i.e., controlling the setpoint only and leaving the setpoint tracking to conventional controllers such as a PID. In this way, the complexity of controlling the actuator could be left aside. As a result, fewer data and time are needed to train the controller.

Li and Xia (2015) [54] used a multi-stage approach to speed the training. The idea is to first discretize the state-action space at low grid density, once the RL controller converges at the coarse discretization, then to implement a finer discretization. The simulation result shows that the multi-grid method helps accelerate the convergence of Q-learning. It is suggested to be applied to other problems where Q-learning of a single grid density is unsatisfying.

Sun et al. (2013) [55] proposed an event-based approach to accelerate training. The event-based approach only updates decision variables when certain events happen. The events are defined as a set of transitions of disturbance variables such as occupancy, outdoor weather, and energy price. The authors claim this approach is effective and that it can save 70% of computational time for a building with 24 rooms. However, the event-based approach could only find the suboptimal solution, which consumes 0.5% more energy than the traditional RL controller. The event-based approach was also adopted in the Sun et al. (2015) study to accelerate training [56].

4.2 Control security/safety/robustness

As RL controllers learn the optimal policy by testing new policies and evaluating the outcomes, it is possible that some tested policies might lead to an undesirable outcome, such as too cold or too hot temperatures. The control security/safety/robustness in this section refers to minimizing or even eliminating the chance of generating control signals that might lead to undesirable outcomes during the training, testing, or implementation phases. How to avoid those undesirable outcomes and guarantee control security is a key challenge of implementing RL in real buildings.

A commonly used approach to enhance control security is to set up a backup controller, like in studies [40], [41], [42] and [43]. When the temperature is close to or about to go beyond the comfort boundary, the backup controller is activated to overwrite the RL controller.

The second approach is to pre-train the controller to make it safe enough to be implemented in real buildings. We could use simulators rather than real buildings to pre-train the controllers. Or, we could use some “expert” knowledge to pre-train the controller. The “expert” knowledge could be a common practice or industry standard in this field. The Jia et al. (2018) study found that, with some guidance from “expert” policy, the RL controller’s performance could be significantly improved [57].

Additionally, we could also use the optimal policy resulting from other optimization methods to pre-train the controller. Fuselli and De Angelis (2013) [36] used the optimal solution found from Particle Swarm Optimization (PSO) 6 to pre-train the actor network. Wang et al. (2015) [59] first optimized the charging/discharging of the storage system by solving a model-based convex optimization problem, and then used the optimized results to pre-train the RL. Chen et al. (2019) [32] used the optimization result of MPC to pre-train the actor network.

As the simulator or the model-based optimization is used only for pre-training, either the simulator or the model does not need to be very accurate. It is okay if the optimal policy found from other optimization methods is not the global optimal solution because RL will further improve the policy by fine-tuning it to better adapt to the environment.

4.3 Multi-agent problem

Multi-agent systems are common for building- or campus-level control problems. Based on the information availability and optimization goal, there are four different types of multi-agent optimization problems [60]:

- **Centralized**: One agent with available information about the whole environment makes decisions.
- **Decentralized**: Multiple agents who only perceive their environments make decisions.
- **Cooperative**: Agents are allowed to share their observations about the environment, and this type aims to maximize the rewards of all agents. Agent agents.
- **Non-cooperative**: Agents do not share observations, and only consider their interests.

Ruelens et al. (2014) [21] proposed a decentralized multi-agent solution to coordinate the operation of domestic
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6 PSO is a technique developed by Eberhard and Kennedy and inspired by certain social behaviors exhibited in bird and fish groups that is used to explore a solutions space for finding parameters that are required to optimize a specific aspect of the problem [58].
This article reviewed a broad set of studies using reinforcement learning for building controls. In the Raju et al. (2015) framework, the agent first learns optimal single-agent policy when acting alone in the environment using conventional Q-learning. Then the coordinated Q-learning algorithm detects if any other agents' operation would lead to any reward changes for the selected state-action pair. If no reward changes occur, then this state-action pair is marked as a “safe” state, and the Q-value does not need to be updated. If any changes are detected in the rewards, then this state-action pair is marked as a “dangerous” state, where the Q-value and corresponding optimal action will depend on other agents. For “dangerous” states, any interference from other agents will be reflected in the rewards. The Q-values of “dangerous” states need to be updated accordingly. The authors argued that distinguishing between “safe” and “dangerous” states could save computation by avoiding recalculating the Q-value of “safe” state-action pairs.

Sun et al. (2015) explored the possibility of using the Lagrangian Relaxation (LR)-based method to co-optimize the fresh air unit (FAU) at the building level and the fan coil unit (FCU) at the room level. The Lagrangian multipliers were introduced to decouple the two-level problem into sub-problems of FAU control and FCU control. The Lagrangian multipliers would be updated in a building-level dual problem to make sure the chiller capacity constraint is being considered, and finally, be forced with iteration.

### 4.4 Performance evaluation

Given that there are so many approaches, as introduced in Section 3, a natural question is which performs better under the context of building controls. Al-Jabery et al. (2016) [62] compared the actor-critic approach with the value-based approach for domestic hot water control and found Q-learning performs better ($466 annual savings compared with $367). Al-Jabery et al. (2016) [62] claimed that Q-learning is simpler, more robust, and more easily deployable. Mocanu et al. (2018) [63] found both Deep Q-learning and Deep Policy Gradient performs better than the tabular Q-learning, and Deep Policy Gradient is more suited to perform scheduling of energy resources than Deep Q-learning.

In terms of cross-study comparison, different studies use different benchmarks to evaluate the performance of their RL controller, making cross-study comparison difficult. Yang et al. (2015) [48] compared the RL controller with a “rule-based controller.” Barrett and Linder (2015) [64] selected the “always on” and “programmable control” as comparison benchmarks. Wang et al. (2017) [65] compared their RL controller with a “fixed setpoint” controller. Similarly, the Kazmi et al. (2018) [45] controller is compared with a “fixed schedule, fixed setpoint” control. Chen et al. (2018) [66] benchmarked their controller with a “rule-based heuristic” control strategy. Kazmi et al. (2019) [67] used a rule-based dead-band controller as the benchmark. Ahn and Park (2019) [68] claimed their controller saved 15.7% energy compared with the fixed pre-determined schedule on OA damper position and temperature setpoint. Different studies use different comparison baselines, and some of those baselines are too simple to justify the performance of an RL controller. To enable the selection and performance comparison of a different RL controller, an open-sourced and well-recognized control testbed is needed. One reason why RL developed fast in the past decade is that OpenAI Gym provides a common benchmark with a wide variety of different environments [69]. A similar platform in the building controls area is needed. The good news is some efforts have been taken. For example, the Open Building controls project is targeting this goal [70]. Additionally, the OpenAI Gym environment, CityLearn, was developed and open-sourced by the UT Austin team, for the easy implementation of reinforcement learning controllers in a multi-agent demand response setting [71]. The CityLearn Challenge has been announced and aims to compare different RL algorithms that are capable of coordinating multiple buildings to maximize demand response potential [72].

### 4.5 Contribution and implication

In this study, we conducted a comprehensive review of studies applying RL for building controls. We dove deep into subtle but important choices researchers need to make to develop an RL controller, such as how the state and action space is determined, how the reward function is designed, which algorithm is used, where the training data come from, and other factors. This comprehensive review helps researchers better understand the general RL framework, and more importantly, the progress and challenges of applying RL for building controls, as well as helps identify the research gap and design specific RL controllers.

### 5 Conclusion

This article reviewed a broad set of studies using reinforcement learning for building controls. The number of papers published on this topic jumped in 2015 and has remained stable since then. Reinforcement learning has demonstrated its potential to enhance building controls, although some key challenges remain to be addressed. We surveyed existing studies from five perspectives: algorithms, states, actions, rewards, and the environment, each corresponding to one of the five key components of an RL controller. Significant findings include (1)
Algorithm: 77% of existing studies used value-based RL algorithms, among which Q-learning is the most popular. Actor-critic and policy gradient approaches have become more frequently used since 2017 due to their ability to facilitate transfer learning. (2) States: 91% of studies did not include historical states. As the Markovian property might not hold in building thermal dynamics, the RL controller might fail to converge to the optimal. 83% of the studies did not include predicted states, even though the predicted states (e.g., weather forecast) might provide valuable information for optimization. (3) Actions: Fewer than four variables were controlled in 69% of the studies. A majority of HVAC controllers adopted supervisory control, i.e., controlling the setpoint rather than controlling the actuator directly. In this case, conventional controllers are still needed to track the setpoint. (4) Rewards: 97% of studies have multiple objectives: either enhancing flexibility (61%) or conserving energy (34%) or both (3%) while maintaining occupant comfort. (5) Environments: 90% of studies used simulators to generate data for training the RL controller.

Even though RL-based building controls have attracted increasing research interest, the RL controller is still in the research and development stage, with limited adoption in actual buildings. Among the 77 studies we surveyed, only 11% of RL controllers were implemented and tested in an actual building. Significant barriers limiting the applications of RL controller for real building controls include (1) the training process is time-consuming and data-demanding, (2) the security of controls needs to be addressed, i.e., making sure the RL controller would not mess up the building controls, especially during the training stage, (3) it is yet unknown how to implement the transfer learning so that controllers trained by a small number of buildings could be generalized and used for other buildings, and (4) a data-rich, open-sourced, and interoperable virtual testbed is needed to facilitate cross-study validations and benchmarking of performance of RL controllers.
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## Appendix

Table A1. Summary of existing studies on reinforcement learning for building controls

<table>
<thead>
<tr>
<th>Study</th>
<th>Control objectives</th>
<th>Control subject</th>
<th>Algorithm</th>
<th>Exploration</th>
<th>Simulation environment</th>
<th>Length of data for training</th>
<th>Implementation in real buildings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson et al. (1997)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Value iteration</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Henze and Dodier (2003)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery, PV</td>
<td>Tabular Q-learning</td>
<td>Boltzmann, ε-greedy</td>
<td>Not introduced in detail</td>
<td>30 years</td>
<td>No</td>
</tr>
<tr>
<td>Henze and Schoenmann (2003)</td>
<td>Energy &amp; Comfort</td>
<td>TES</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Liu and Henze (2006)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC, TES</td>
<td>Tabular Q-learning</td>
<td>Boltzmann, ε-greedy</td>
<td>Matlab/Simulink implementing RC (2R3C) model</td>
<td>3000-6000 days</td>
<td>No</td>
</tr>
<tr>
<td>Dalamagkidis et al. (2007)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC, window</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Matlab/Simulink</td>
<td>4 years</td>
<td>No</td>
</tr>
<tr>
<td>O'Neill et al. (2010)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Yu and Dexter (2010)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Fuzzy Q-learning</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Jiang and Fei (2011)</td>
<td>Flexibility &amp; Comfort</td>
<td>CHP, battery</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Liang et al. (2013)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Temporal Difference Learning</td>
<td>boltzmann</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Kaliappan and Sathiakumar (2013)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Matlab</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Fuselli and De Angelis (2013)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Random perturbation</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Sun et al. (2013)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Matlab</td>
<td>Not introduced in detail</td>
<td>No</td>
</tr>
<tr>
<td>Li and Jayaweera (2013)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Matlab/Simulink</td>
<td>10000 time steps</td>
<td>No</td>
</tr>
<tr>
<td>Wei and Liu (2014)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Zhang and van der Schaar (2014)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Wei and Liu (2014)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Li and Jayaweera (2014)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>ε-greedy</td>
<td>10000 time steps</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Jiang and Fei (2014)</td>
<td>Flexibility &amp; Comfort</td>
<td>CHP, appliances, battery</td>
<td>ε-greedy</td>
<td>self-coded in Java</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Ruelens et al. (2014)</td>
<td>Flexibility &amp; Comfort</td>
<td>domestic hot water</td>
<td>Fitted Q-learning</td>
<td>boltzmann</td>
<td>40-45 days</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Fazenda and Veeramachaneni (2014)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Wire fitted neural network</td>
<td>Matlab</td>
<td>50 days</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Wen et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Matlab</td>
<td>Not introduced in detail</td>
<td>No</td>
</tr>
<tr>
<td>Kim et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Not used</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Rayati et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances, CHP, domestic hot water</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Wang et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Fitted Q-learning</td>
<td>Matlab</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Researchers</td>
<td>Energy &amp; Comfort</td>
<td>iteration</td>
<td>Model/Method</td>
<td>Framework</td>
<td>Result</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>------------------</td>
<td>--------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raju et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Coordinated Q-learning</td>
<td>self-coded in Python</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berlink et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Tabular Q-learning</td>
<td>Simulation with historical data</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guan et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Temporal Difference</td>
<td>Simulation with historical data</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qiu et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Tabular Q-learning</td>
<td>Simulation with historical data</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sekizaki et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery, domestic hot water</td>
<td>ε-greedy</td>
<td>Simulation with historical data</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yang et al. (2015)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Batch Q-learning with Memory Replay</td>
<td>Matlab/Simulink</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruelens et al. (2015)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Fitted Q-learning with Boltzmann</td>
<td>RC model (1R1C for air and the building envelope)</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li and Xia (2015)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Tabular Q-learning</td>
<td>Matlab, Energyplus</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun et al. (2015)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC</td>
<td>Tabular Q-learning</td>
<td>Matlab</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun et al. (2015)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Tabular Q-learning</td>
<td>Matlab</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>de Gracia et al. (2015)</td>
<td>Energy &amp; Comfort</td>
<td>TES</td>
<td>SARSA</td>
<td>Self-coded numerical equation</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sheikh et al. (2016)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Tabular Q-learning</td>
<td>Matlab</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kazmi et al. (2016)</td>
<td>Energy &amp; Comfort</td>
<td>domestic hot water</td>
<td>Hybrid Ant-Colony Optimization was used to find the optimal control solution</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al-Jabery et al. (2016)</td>
<td>Flexibility &amp; Comfort</td>
<td>domestic hot water</td>
<td>Random selection</td>
<td>Matlab</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruelens et al. (2016)</td>
<td>Flexibility &amp; Comfort</td>
<td>domestic hot water</td>
<td>Fitted Q-iteration</td>
<td>Boltzmann</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leurs et al. (2016)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC</td>
<td>Fitted Q-iteration</td>
<td>Boltzmann</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruelens et al. (2016)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC</td>
<td>Fitted Q-iteration</td>
<td>RC Model (Second order)</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costanzo et al. (2016)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC</td>
<td>Fitted Q-iteration</td>
<td>RC model</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheng et al. (2016)</td>
<td>Energy &amp; Comfort</td>
<td>lighting</td>
<td>Tabular Q-learning</td>
<td>ε-greedy</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bahrami et al. (2017)</td>
<td>Flexibility &amp; Comfort</td>
<td>appliances</td>
<td>Boltzmann</td>
<td>Not introduced in detail</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mbuwir et al. (2017)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Fitted Q-iteration</td>
<td>Simulation with historical data</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>De Somer et al. (2017)</td>
<td>Flexibility &amp; Comfort</td>
<td>domestic hot water</td>
<td>Fitted Q-iteration</td>
<td>Simulation with historical data</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schmidt et al. (2017)</td>
<td>Energy &amp; Comfort</td>
<td>HVAC</td>
<td>Fitted Q-iteration</td>
<td>Gaussian noise</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vázquez-Canteli et al. (2017)</td>
<td>Energy &amp; Comfort</td>
<td>TES</td>
<td>Fitted Q-iteration</td>
<td>Boltzmann</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hurtado et al. (2017)</td>
<td>Flexibility &amp; Comfort</td>
<td>TES</td>
<td>Fitted Q-iteration</td>
<td>Matlab/Simulink</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2017)</td>
<td>Flexibility &amp; Comfort</td>
<td>ε-greedy</td>
<td>Not introduced in detail</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Energy &amp; Comfort</td>
<td>Flexibility &amp; Comfort</td>
<td>Method</td>
<td>State &amp; Action</td>
<td>Implementation</td>
<td>Reward</td>
<td>Solution</td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------------</td>
<td>-----------------------</td>
<td>---------------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>Remani et al. (2018)</td>
<td>Energy &amp; Comfort</td>
<td>appliances</td>
<td>Fitted Q-iteration</td>
<td>as part of the reward function</td>
<td>Not used</td>
<td></td>
<td>ɛ-greedy</td>
</tr>
<tr>
<td>Jia et al. (2018)</td>
<td>Energy &amp; Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mocanu et al. (2018)</td>
<td>Flexibility &amp; Comfort</td>
<td>HVAC, appliances</td>
<td>Deep Q-learning, Deep policy gradient</td>
<td>Not used</td>
<td>Not used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. (2018)</td>
<td>Energy &amp; Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhou et al. (2019)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Fuzzy Q-learning</td>
<td>ɛ-greedy</td>
<td>Not introduced in detail</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Odonkor et al. (2019)</td>
<td>Flexibility &amp; Comfort</td>
<td>battery</td>
<td>Deep Deterministic Policy Gradients with experience replay</td>
<td>Not introduced in detail</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kazmi et al. (2019)</td>
<td>Energy &amp; Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhang et al. (2019)</td>
<td>Energy &amp; Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lu et al. (2019)</td>
<td>Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al. (2019)</td>
<td>Energy &amp; Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Park et al. (2019)</td>
<td>Energy &amp; Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vázquez-Canteli et al. (2019)</td>
<td>Energy &amp; Flexibility &amp; Comfort</td>
<td>TES</td>
<td>Fitted Q-iteration</td>
<td>Boltzmann</td>
<td>CitySim</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May (2019)</td>
<td>Comfort</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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