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Executive Summary

In September 2011, EPA contracted with SRA International (SRA) to conduct a peer review of *LBNL Statistical Analysis of the Effect of Vehicle Mass & Footprint Reduction on Safety* (LBNL Phase 1 and 2 Reports), prepared by Tom Wenzel, Lawrence Berkeley National Laboratory.

The peer reviewers selected by SRA were Donna Chen and Kara Kockelman (University of Texas at Austin), Charles Farmer (Insurance Institute for Highway Safety), David Greene (Oak Ridge National Laboratory), and Michael Van Auken (Dynamic Research, Inc.). EPA would like to extend its appreciation to all three reviewers for their efforts in evaluating this survey. The reviewers brought useful and distinctive views in response to the charge questions.

The first section of this document contains the final SRA report summarizing the peer review of the *LBNL Phase 1 and 2 Reports*, including the detailed comments of each peer reviewer and a compilation of reviewer comments according to the series of specific questions set forth in the peer review charge. The SRA report also contains the peer reviewers’ resumes, completed conflict of interest and bias questionnaires for each reviewer, and the peer review charge letter. The second major section contains our responses to the peer reviewers’ comments. In this section, we repeat the compiled comments provided by SRA and, after each section of comments, provide our response. We have retained the organization reflected in SRA’s compilation of the comments to aid the reader in moving from the SRA report to our responses.
TO: Cheryl Caffrey, U.S. Environmental Protection Agency, Office of Transportation and Air Quality (OTAQ)

FROM: Brian Menard, SRA International

DATE: February 28, 2012


1. Background

In developing programs to reduce greenhouse gas (GHG) emissions and increase fuel economy of light-duty highway vehicles, the U.S. Environmental Protection Agency (EPA) and the National Highway Transportation Safety Administration (NHTSA) have to evaluate the safety of mass reduction technologies likely to be used to meet future standards. The U.S. Department of Energy (DOE) contracted with Lawrence Berkeley National Laboratory (LBNL) to perform a statistical analysis of the effect of vehicle mass and footprint reduction on safety. LBNL’s analysis of the relationship between vehicle mass, footprint, and societal fatality and casualty risk consisted of two phases. Phase 1 was an assessment of the NHTSA report Relationships between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs. This study used logistic regression analysis to estimate the relationship of changes in vehicle mass and footprint on U.S. fatality risk per vehicle mile traveled. Phase 2 was an independent logistic regression analysis to estimate the relationship between vehicle mass, footprint and total casualty (fatality plus serious injury) risk, per police-reported crash, using state-level data on all crashes.

This report documents the peer review of Assessment of NHTSA’s Report “Relationships Between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs” (LBNL Phase 1 Report) and Analysis of the Relationship between Casualty Risk Per Crash and Vehicle Mass and Footprint for Model Year 2000-2007 Light-Duty Vehicles (LBNL Phase 2 Report). Section 2 of this memorandum describes the process for selecting reviewers, administering the review process, and closing the peer review. Section 3 summarizes reviewer comments according to the series of specific questions set forth in the peer review charge. The appendices to the memorandum contain the peer reviewers’ resumes, completed conflict of interest and bias questionnaires for each reviewer, and the peer review charge letter.

2. Description of Review Process

In September 2011, OTAQ contacted SRA International to facilitate the peer review of the LBNL Phase 1 and 2 Reports. The reports were prepared by Tom Wenzel, Lawrence Berkeley National Laboratory.

EPA provided SRA with a short list of subject matter experts from academia and industry to serve as a “starting point” from which to assemble a list of peer reviewer candidates. SRA selected three independent (as defined in Sections 1.2.6 and 1.2.7 of EPA’s Peer Review Handbook, Third Edition) subject matter experts to conduct the requested reviews. SRA selected subject matter experts with
experience in statistics and statistical model analysis, vehicle mass safety, and vehicle crash and safety engineering. The coverage of these subject areas is shown below in Table A.

**Table A:**
**Peer Reviewer Experience and Expertise**

<table>
<thead>
<tr>
<th>Name</th>
<th>Affiliation</th>
<th>Statistics &amp; methodology</th>
<th>Knowledge of past vehicle mass safety statistics study</th>
<th>Knowledge of vehicle crash/safety engineering</th>
<th>Knowledge of vehicle safety database (FAS, State Crash &amp; Vehicle Attributes)</th>
<th>Statistical model analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>David Green</td>
<td>Oak Ridge National Laboratory</td>
<td>Y</td>
<td>Y</td>
<td>/</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Charles Farmer</td>
<td>IIHS</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Donna Chen &amp; Karl Kockelman</td>
<td>University of Texas</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Michael Van Auken</td>
<td>Dynamic Research Inc.</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

To ensure the independence and impartiality of the peer review, SRA was solely responsible for selecting the peer review panel. Appendix A of this report contains the resumes of the three peer reviewers. A crucial element in selecting peer reviewers was to determine whether reviewers had any actual or perceived conflicts of interest or bias that might prevent them from conducting a fair and impartial review of the CVCM and documentation. SRA required each reviewer to complete and sign a conflict of interest and bias questionnaire. Appendix B of this report contains an explanation of the process and standards for judging conflict and bias along with copies of each reviewer’s signed questionnaire.

SRA provided the reviewers a copy of the most recent version of the *LBNL Phase 1 and 2 Reports* as well as the peer review charge containing specific questions EPA asked the reviewers to address. The charge included a matrix of questions issues upon which the reviewers were asked to comment. Reviewers were also encouraged to provide additional comments, particularly in their areas of expertise and work experience. Appendix C of this report contains the memo to reviewers from SRA with the peer review charge and response matrix.

EPA sought peer reviewers' expert opinions on the statistic methodologies used in the *LBNL Phase 1 and 2 Reports* and whether they are likely to yield realistic estimates of the relationship between vehicle mass, footprint, and total fatality or casualty risk. EPA requested that each reviewer comment on all aspects of the two LBNL studies, with particular emphasis on the methodologies employed, assumptions inherent to the analysis, sources of information employed, methods of calculation and any other key issues the reviewer may identify. Reviewers were encouraged to examine and evaluate the NHTSA study in helping them to understand the LBNL assessment analysis. Findings of this peer review may be
used toward validation and improvement of the statistical analysis conducted by LBNL, and to inform EPA staff on potential use of the regression results for predicting the safety effect of future standards in reducing mass and footprint.

A teleconference between EPA, LBNL, the reviewers, and SRA was held to allow reviewers the opportunity to raise any questions or concerns they might have about the LBNL Phase 1 and 2 Reports, and to raise any other related issues with EPA and SRA, including EPA’s expectations for the reviewers’ final review comments. SRA delivered the final review comments to EPA by the requested date. These reviews, contained in Appendix D of this report, included the reviewers’ response to the specific charge questions and any additional comments they might have had.

3. Compilation of Review Comments

The LBNL Phase 1 and 2 Reports were reviewed by Donna Chen and Kara Kockelman (University of Texas at Austin), Charles Farmer (Insurance Institute for Highway Safety), David Greene (Oak Ridge National Laboratory), and Michael Van Auken (Dynamic Research, Inc.). Appendix A contains detailed resumes for each of the reviewers. This section provides a compilation of their comments. The complete comments may be found in Appendix D.
**Assessment of NHTSA’s Report**  
“Relationships Between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs”  
(LBNL Phase 1 Report)

<table>
<thead>
<tr>
<th>1. ASSUMPTIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution. | **[Chen and Kockelman]** [1] The report does a nice job discussing recent trends in vehicles, such as the increase of ESC, side airbags, and light truck crash compatibility with passenger cars – which will improve safety outcomes for all vehicles, but perhaps most significantly the smaller and lighter vehicles. It also mentions the phasing out of the lightest and smallest vehicles between model years 2000-2007 (but doesn’t mention the makes and models somehow), which were particularly poor safety performers in the past. However, with the introduction of urban commuter vehicles, such as the SmartCar, Mini Cooper, and Fiat 500m, and the growing popularity of smaller, fuel-efficient compact vehicles following gas price increases, this trend does not seem so obvious. Such vehicles should be discussed.  

[2] The simplistic logistic model employed in this analysis only accounts for two crash outcomes (fatal versus non-fatal) and so neglects the more detailed, and ordered nature of injury severity data, which is unfortunate. The model also assumes error-term homoscedasticity from one crash or individual to the next; in reality certain vehicle types (e.g., pickups) and crash contexts (e.g., high speed crashes) have more uncertainty associated with their severity outcomes. It would be good to point out such limitations for readers.  

**[Van Auken]** The basic assumptions, methodology, and data are primarily the same as in the Kahane (2011) report. These include the following:  

1) The probability of a crash fatality is proportional to the vehicle miles travelled (VMT), except as noted in Section 5.1  
2) The logarithm of probability of fatality per VMT for a given curb weight, footprint, and control variable values varies as a linear combination of the curb weight, footprint, and control variables within the domain of the data.  
3) The logistic regression methods determine a maximum likelihood estimate of model coefficients.  
4) It is assumed that the above relationships remain constant in the recent past (i.e., 2000-2007 model year vehicles in the 2002-2008 calendar years), present, and near future (i.e., 2017-2025 model year vehicles).  

The first assumption that crash fatalities are proportional to VMT rather than the number of vehicle
registration years (VRY) is appropriate because the fatalities cannot occur if the vehicles are not driven on the road (i.e., VMT = 0). This assumption is qualified however because VMT is more difficult to measure than VRY and therefore may be less accurate. On the other hand the probability of a fatal crash or the number of fatalities in a crash may also depend on the vehicle occupancy. The analysis in Section 5.1 is a commendable attempt to explore the sensitivity to this assumption, however the Kahane (1997) and DRI (2003-2005) reports have shown that some driver, vehicle, and environmental factors may be underrepresented or overrepresented in unweighted induced-exposure data. VRY could have also been considered as a measure of exposure.

The second and third assumptions are appropriate provided that it is recognized that it is essentially impossible with currently available knowledge and information to model all of the factors that could affect the probability of fatality in a crash, and that the objective of the analysis is to identify overall trends versus vehicle weight and footprint. In general the probability of fatality depends on other many other factors which have not been modeled (e.g., driver behavior factors, vehicle design factors, roadway design factors, EMT factors) and these unmodeled factors are assumed to be uncorrelated with vehicle weight and footprint, and/or are represented by the other control variables. The latter assumption might or might not be valid.

The fourth assumption is perhaps the weakest because it assumes that future vehicles will have the same design characteristics as past vehicles, and that the characteristics of the vehicle population (e.g., collision partner weight, size, type) will also remain the same. A commendable attempt to partially address this effect is described in Section 6. These effects can be perhaps better addressed by the "Volpe model" described in Kahane (2011) of the Honda-DRI fleet systems model described in Refs (2324), which can be used to forecast the effects of mass reductions of individual makes and models on a year-by-year basis.

<table>
<thead>
<tr>
<th>Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chen and Kockelman</strong> The role of driver behavior is briefly addressed in the report but not emphasized sufficiently. Fatality risk is a combination of driver, vehicle, and roadway characteristics. Driver behavioral differences are many and do not solely exist for pickup truck drivers versus car drivers. Socioeconomic data such as driver household income, size, and education influence driver attitudes and driving environments. For example, Chen et al. (2010) found that crash risk increases for those living in socioeconomically disadvantaged areas (including households more likely to drive less expensive and older vehicles). Though such data is not typically available in state and national crash databases, the importance of these driver and environmental characteristics on crash rates (per mile driven) and fatality risk should be stressed in both reports. It is clearly very difficult to control for, but a major caveat to the NHTSA (and now LBNL) results. We expect that crash severity could be probably be lower for many of the small cars and pickups if they were driven by those who...</td>
</tr>
</tbody>
</table>
tend to drive more expensive vehicles, under the same settings (e.g., daytime, urban freeway). Similarly, in the second LBNL report (which uses VMT estimates), we expect that crash rates would probably be lower for these types of driver-vehicle-setting combinations.

[Farmer] The statistical models assume no interaction between the vehicle size/weight measures and any of the numerous covariates, but this may not be true. For example, size/weight reductions may differently affect vehicles with and without ESC if they affect vehicle handling. It is risky to make statements such as that on p. 11 of the Phase I report: *Therefore, the mass of a lighter car could be reduced by 800 lbs while adding ESC, without increasing fatality risk.*

[Van Auken] The induced-exposure data set provided by NHTSA is based on the "non-culpable" vehicle in two-vehicle crashes. It is assumed that the dataset is a representative sample of the driver and environmental exposure factors for vehicle use. However, since these cases include moving vehicles, some vehicle-driver-environmental conditions may be under or over represented in this data depending on how they affect the ability of a non-culpable vehicle to avoid a crash. Results in Ref (17) indicate that the estimated effect of weight and size reduction are sensitive to whether the induced-exposure data are based on the Kahane (2003) non-culpable vehicle definition of the Kahane (1996) stopped vehicle definition. Unfortunately it is not currently possible to test this sensitivity with the NHTSA-provided induced-exposure data.

**ADDITIONAL COMMENTS:**

<table>
<thead>
<tr>
<th>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td><strong>[Chen and Kockelman] [1]</strong> As alluded to above, a primary concern is that the NHTSA analysis (&amp; thus the LBNL analyses) largely neglect the idea that vehicle type (make &amp; model) is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel, and gender &amp; age simply aren’t enough to control for such distinctions. Education, risk aversion, ability, wealth, etc., are important covariates. But existing data sets are quite limiting (though the MVOSS &amp; FAR with 3-year driver violation history do offer some valuable insights, not discussed in these reports). In reality, small cars may be less crash prone than Kahane’s &amp; Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Such key caveats need thoughtful discussion. Four relevant papers on the topics of crash frequency and vehicle size-and-weight implications (by Knipling, Kweon &amp; Kockelman, Wang and Kockelman, and Chen &amp; Kockelman) have been sent to Tom Wenzel. These all include useful literature reviews for further connections to useful findings for citation in the reports, as time allows the contractor.</td>
</tr>
<tr>
<td></td>
<td>[2] The grouping of the vehicles into heavier- and lighter-than-average weight categories essentially splits a “typical” weight vehicle of that type into two categories. The impacts of curb weight and footprint on fatality risk may be easier to interpret if the vehicles were grouped into 3 weight categories (light, average, and heavy) &amp; by type (with the average category representing vehicles within one standard deviation of average weight). Furthermore, the grouping of CUVs and minivans into the same vehicle type category neglects the fact that these vehicles have faced rather different ground clearance requirements (impacting rollover potential), door types (sliding vs. standard), and, perhaps most importantly, can appeal to different types of drivers (as indicated in the market shift of car drivers to CUV drivers).</td>
</tr>
<tr>
<td></td>
<td><strong>[Farmer]</strong> One needs to restrict control variables to those that are available and reliable. A problem when combining state databases is that the states often are not consistent as to the variables coded and the definitions of those variables. This severely limits the list of possible control variables.</td>
</tr>
<tr>
<td></td>
<td><strong>[Van Aukcn] [1]</strong> The main metric used in both the Kahane (2011) and Wenzel (2011a) reports is the total number of fatalities (except as noted). Reducing the total number of fatalities, which includes both subject vehicle occupants and collision partner fatalities, is desirable from a societal viewpoint. Fatal crash occurrence is related to the total number of fatalities, which has been used by Kahane (2003, 2011) to address concerns</td>
</tr>
</tbody>
</table>
about double counting.

[2] VMT is a good measure of accident exposure provided that it can be accurately determined. [Note: This peer review does not address the Wenzel (2011b) companion report (Ref 3) which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]

| What additional control variables, such as vehicle make or model, might be included in the regression models? | **[Chen and Kockelman]** [1] Vehicle height, a variable which may be more valuable than vehicle type for similarly structured vehicles such as sedans, wagons, CUVs, and minivans, would be a valuable control variable. In addition to a wider track, a lower center of gravity also increases vehicle stability, thereby reducing the risk of rollover. Relevant literature & findings exist, and should be cited.  

[2] Other variables which have been found in past studies to influence fatality risk such as seat belt use, roadway geometry and division type are not included in this study (which is largely a repeat of the NHTSA study, as specifically contracted by the EPA).  

[3] To account for driver characteristics that contribute to fatality risk, socioeconomic variables such as household income, education, household size, etc. would be valuable additions. Unfortunately, both state and national crash databases typically do not include such information (outside of MVOSS). Such issues should be flagged for readers. It seems the contractor has done his duty, and the key limitations lie with the original methodology he was to essentially duplicate. |

| Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction. | **[Chen and Kockelman]** Please see above comment (in Assumptions section) regarding driver behavior and environment.  

**[Farmer]** Model overspecification could be the reason for results that are non-intuitive, especially in the Phase II analyses of police-reported crashes. Control variables may be correlated with each other or with the size and weight variables. For example, Figure 2.9 of the Phase I report implies that torso side airbags increase fatality risk in CUVs.  

ADDITIONAL COMMENTS:  

**[Chen and Kockelman]** Table 2.1 has many indicator variables labeled as “C” for continuous variable (such as ABS, ESC, AWD, DRVMALE, etc). These C’s should be removed.  

**[Van Auken]** The underlying reasons for some of the estimated effects are unknown at this time, but presumably involve driver, vehicles, environment or
accident factors that have not been controlled for in the Kahane (2011) and Wenzel analyses. See, for example, Refs 17 and 25.
3. METHODOLOGY AND STATISTICS

Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.

[Chen and Kockelman] The report assesses the NHTSA 2011 study in a fair amount of detail and seeks to introduce some additional analyses to better examine the relationship between mass, footprint, and fatality risks. However, due to a lack of control for very specific vehicle differences (which vary by make & sub-model), the exclusion of driver characteristics and crash setting details (which cannot always be controlled for, but are often correlated with vehicle type), the effects of downweighting vehicles and/or shifting vehicle styles and sizes may be overestimated. Simply changing the vehicle on a risky driver in a high-risk setting is unlikely to influence outcomes significantly.

[Van Aukun] The logistic regression methods seem to be appropriate. The confidence intervals are based on the logistic regression Wald Chi-Square statistic, which as Kahane (2003, 2011) has demonstrated does not include all sources of variation. However, these confidence intervals are useful because they do provide some indication of the uncertainty in the results. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]

Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL's linear regression analysis of actual, predicted, and residual risk by vehicle model.

[Chen and Kockelman] [1] In the alternative measures of exposure, the author examines the effect of vehicle manufacturer on fatality risk and treats the luxury models produced by Toyota, Honda, and Nissan as separate manufacturers. However, domestic luxury brands (such as Cadillac & Lincoln) are categorized with their nameplate manufacturers (GM and Ford), which appears inconsistent.

[2] The effect of calendar year variables on fatality risk may be overestimated here, since VMT is tracked by vehicle model and not by calendar year. The trend of greatest fatality risk reductions in light trucks, CUVs and minivans with increasing calendar year may simply be a reflection of rising gas prices in combination with the ailing economy contributing to lower VMT (in these relatively low-fuel-economy vehicles).

[3] It is unclear how the author determined the various percentage replacements of vehicle types in the aggressive vehicle market share shift scenario. (For example, why are 50% of SUVs replaced by CUVs and 60% of small pickups replaced by CUVs? The CUV is a more natural replacement for an SUV, and an SUV a more natural replacement for a pickup.)

[Van Aukun] [1] The correlations in Section 3 appear to be assessed using the Coefficient of Multiple Determination ($R^2$) based on a linear fit to the data (e.g., the correlation between footprint versus curb weight in Figure 3.1 on p. 14). The linear regression model attributes the differences between the dependent variable
(vertical axis) and the linear fit to the independent variable (horizontal axis) to random effects. If there is no preference as to the choice of independent and dependent variables (e.g., footprint versus curb weight, or curb weight versus footprint), then the linear trend and $R^2$ result would be different if the two variables were interchanged, and having two different yet equally valid results would be undesirable.

[2] If the variation in the data can be attributed to both variables (e.g., footprint and curb weight), then it would be better to report the square of the sample correlation coefficient $r^2$, where $r$ is computed according to Eqn (1). The trend lines in these correlation figures should not be computed using a linear regression. Instead, the trend line should pass through the sample means (i.e. $(x, y)$), and have a slope equal to the ratio of the sample standard deviations in the data (i.e., $s_y/s_x$). Therefore, the reported correlation results do not depend on the ordering of the data variables.

Note this comments does not apply to linear trends indicated in Section 4, for which the Coefficient of Multiple Determination ($R^2$) seems appropriate.

[3] The Coefficient of Multiple Determination ($R^2$) is frequently used in the Wenzel (2011a) report as an indicator of the statistical importance of a linear trend (e.g., $R^2$ values in Tables 4.1 and 4.2 that are greater than 0.3 are shown in blue font). It would be better to report the standard error, confidence interval, and/or probability value as measures of the statistical significance of a linear trend.

Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.

[Chen and Kockelman] First, the t-statistics are not provided in the report which makes it difficult for the reader to assess statistical significance of specific regression estimates (except where noted by the author). Second, inclusion of a statistically insignificant variable can influence the estimates of coefficients associated with related variables. Nevertheless, in general, it is best to keep insignificant estimates if one has a strong defense for their role, since removing such variables (& thus their parameters) will shift the burden of response to a correlated covariate’s parameter, thus biasing the latter. We generally keep key covariates in a model up to a pvalue of 0.20 or 0.25 or so, especially in relatively small data sets (e.g., $n < 1,000$). Covariates for which we have no strong basis can be removed for pvalues $> 0.10$.

[Van Auen] Regression estimates are random numbers which have an unknown expected value and variance, and known sample value and standard error. If the sample value can be explained by a zero expected value and known standard error then the result is considered not statistically significantly different than zero and therefore the result is not considered to be statistically significant. However, If we can combine this estimate with other estimates then the unknown expected values and variances can also be combined using the same
transformation, and the statistical significance of the combined result can be tested. Therefore, depending on the sample values and inter-correlation, the combined result may be statistically significant even if the individual estimates are not statistically significant.

For example, the results from each of the nine different crash types can be combined into an overall estimate and the standard error calculated assuming that the results for each crash type are independent of each other. Then the statistical significance of the combined effect can be determined.

However, and Kahane (2011) points out there are two sources of uncertainty in the regression results. The first is the FARS based sampling error which is uncorrelated across crash types because they are based on different fatal cases (Kahane 2011, p. 77). The second is the state based include-exposure sampling error which is correlated across crash types because they are based on the same included-exposure cases. Therefore a confidence interval estimated using the jackknife method described by Kahane (2011) and accounting for correlation of these two error sources would be more accurate than a simple estimate based on the Wald Chi-Square statistic and assumed independence.

| How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis? | [Chen and Kockelman] Including more vehicle-specific characteristics (such as vehicle height and engine size) reduces the analysis’ dependence on vehicle type, since vehicle shapes and structures will continue to evolve. There is also correlation with context (e.g., pickups are driven in more rural locations, with greater hazards [like less lighting, higher speed, & few medians]). Disaggregate data are almost always best, to avoid ecological fallacies & such.

[Van Auken] [1] The effects of multi-collinearity can be mitigated by 1) obtaining more data, 2) pooling data from different crash type or vehicle types, or 3) reducing the number of regression variables. The first option would require more calendar years and/or model years, which would involve added newer data as it becomes available (or using older data). The second option might be to recombine the CUVs and minivans with truck based vans and adding a control variable to compensate for the differences in the vehicles types. The third option might involve removing statistically insignificant control variables or removing control variables that would not be expected to have an effect on the probability of fatality in the crash (e.g., the side airbag variable is not included in pedestrian crashes because it is not expected to affect pedestrian fatality risk). The number of driver age control variables might be reduced from eight to three (as in the Kahane (1997) and DRI (2002-2005) studies). Finally, a linear curb weight model instead of a two-piece linear model may help to better elucidate the general trend. |
| **[2]** The Variance Inflation Factor (VIF) has been suggested as a measure of multi-collinearity in the Kahane (2010 and 2011) reports, however this diagnostic metric does not account for differences in database size (i.e., Options 1 and 2 above). The Wenzel (2011a) report does not discuss the Variance Inflation Factor or report any VIF results. |

**ADDITIONAL COMMENTS:**

**[Chen and Kockelman]** On page 55, it is unclear what is meant by “however; if anything, reduction of this type of fatality will increase detrimental effect of mass reduction in cars.”
<table>
<thead>
<tr>
<th>4. DATA SETS</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL's casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states. | [Chen and Kockelman] [1] The acquisition of Polk data for VMT estimates by make & model is valuable, and a contribution to the literature. However, these estimates come from vehicles found in repair shops in non-attainment areas, and so will be biased towards problem-prone vehicles, wealthier households who service their vehicles more regularly, and/or urban (smoggier) areas. Such issues merit careful discussion in the paper, so that readers are well aware of caveats.  

[2] Related to this, Tom Wenzel indicated (by phone) that he did take a look at CA’s extensive odometer reads, which go into some semi-rural locations (not too rural), and he indicated that the VMT values by vehicle type (not controlling for HH attributes & such) are very similar (just 5% longer in rural areas) – except for vans (which are used much more extensively in rural areas). This is interesting to me, and is not that different from what we’ve seen in the past. For example, Kockelman & Zhao’s JTS paper from 2000 (pre-print at http://www.ce.utexas.edu/prof/kockelman/public_html/BTSJournalLDTs.pdf) suggests that, after controlling for various HH attributes & vehicle types, density is/was still very important (tables 1 & 2), but a shift from a density of 1k to 5k persons per sq mile (which is 1.5 vs. 7.8 persons per acre) means an increase of 750 mi/yr/vehicle (which is about 7.5% of annual VMT). Such differences, and their practical significance (or lack thereof) should be discussed in the reports. |

[Van Auken] The inducted-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the comments in Table 1 on the limitations of this data. In addition, there are also many differences in the coding variables and values used by the different states, which tend to make the recoding to a common data set imprecise. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.] |

Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle traveled scaled up from crash data from 13 states, and number of police-reported crashes? | [Chen and Kockelman] The use of non-culpable vehicles in two-vehicle crashes as a proxy for vehicles which are “just there” may be distorting the overall distribution of vehicle models. VMT may differ between vehicles that are more prone to run-off-road accidents, at-fault two-car crash vehicles, and non-culpable vehicles.  

[Van Auken] [1] The number of fatal cases tends to be much less than the number of induced-exposure cases. Therefore the effective numbers of degrees-of-freedom in the statistical estimates tend to be limited by the available number of fatal cases. For example, it would not be possible to estimate the effects of two variables (e.g., just curb weight and footprint) if we had data for only one fatal case even if we had thousands of induced-exposure cases. Therefore it is desirable to use data for the entire US in order to get a large sample of fatal cases for the logistic regressions. This then requires the available induced-exposure data (i.e., from 13
states) to be "scaled up" the US level using the method described in Kahane (2003 and 2011). The result is the best currently available estimate of vehicle exposure.

[2] There may be some concerns about the accuracy of the vehicle miles-traveled data because the difficulty estimating the number of vehicle miles travelled at the make-model-year=state level of detail. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]

**ADDITIONAL COMMENTS:**
<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety? | **[Chen and Kockelman]** While driver fatalities per crash seems a useful measure of vehicle design safety, and examination of fatal crash rates is very valuable (using Polk- based exposure estimates), there are many caveats to work of this type. As noted above: a primary concern remains a neglect of the notion that the type of car is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel. Simply including gender and age variables cannot account for important covariates such as education, risk aversion, driving ability, wealth, etc. In reality, small cars may be less crash prone than Kahane’s and Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Of course, as noted above, it is very difficult to control for all these variables, and the contractor was asked to rely on the original data. In reality, the best the report authors can do with such data sets is to explain how all the other, relevant attributes may factor in (e.g., quality of driver and typical driving settings), and how they can generate biased estimation (sometimes in either direction). Discussion of relevant literature that looks more deeply at crash outcomes (e.g., Wang or Chen’s papers, mentioned above, allowing for heteroscedasticity and individual vehicle attributes, non-driver outcomes, etc.) will also be useful.  

**[Van Auken]** [1] The basic methodology described by Kahane (2011) seems appropriate; however some results using this method and data are not well understood and need further diagnosis.  

[2] The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the Table 1 comments on the limitations of this data. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash.] |
| Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis. | **[Chen and Kockelman]** Overall, the study is a comprehensive assessment of the 2011 NHTSA report and introduces interesting additional analyses to examine the relationship of vehicle mass and footprint reduction on safety. However, as stated previously in the comments here, driver preference for specific car types (including size and mass) is related to driver socioeconomic characteristics and driving behavior. As vehicle, driver, and roadway environment characteristics all contribute to fatality risk, the effects of physical vehicle changes such as mass or footprint reduction on safety should not be overstated when the other two types of characteristics are not sufficiently accounted for.  

**[Farmer]** Overall these are reasonably good studies. The Phase I report does a very good job of assessing the NHTSA report of fatality risk. |
| [Van Auken] | The Wenzel (2011a) report provides a valuable supplement to the analysis and results in the Kahane (2011) report. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash.]

**ADDITIONAL COMMENTS:**

[Van Auken] See attached tables 6 and 7 below.
### Table 6. Additional General Comments and Recommendations

**Mike Van Auken**

<table>
<thead>
<tr>
<th>Section</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Use of $R^2$ is confusing. Suggest using lower case &quot;r&quot; when referring to the sample correlation coefficient (Box, Hunter, Hunter, 1978, P. 61); or upper case R when referring to the regression coefficient of multiple determination (Draper and Smith, 1981, p. 90).</td>
</tr>
</tbody>
</table>
| All     | In most cases the reported results are just estimates, but are not described as such. For example, "The effect of mass reduction on heavier cars and CUVs and minivans are not statistically significant" on p. ii should say "The estimated effect of mass reduction on heavier cars and CUVs and minivans are not statistically significant."

This distinction is important when comparing results based on different models and assumptions because the different models and assumptions do not change the effect itself, but rather the estimate of the effect. For example, the statement "The first sensitivity, in dark purple, includes the weight variables in the regression model but excludes the footprint variable; this model tests the effect of mass reduction while allowing footprint to vary with vehicle mass. This sensitivity increases the risk from a 100-lb mass reduction in cars (from 1.43% to 2.64% for lighter cars, and from 0.48% to 1.94% for heavier cars) and CUVs/minivans (from a 0.47% decrease in risk to a 0.52% increase in risk); however, there is no change in fatality risk in light-duty trucks" on page 15 is misleading. It would be better to state that "The first sensitivity, in dark purple, includes the weight variables in the regression model but excludes the footprint variable; this model tests the estimated effect of mass reduction while allowing footprint to vary with vehicle mass. This sensitivity, Removing the footprint variable from the regression model increases the estimated risk from a 100-lb mass reduction in cars (from 1.43% to 2.64% for lighter cars, and from 0.48% to 1.94% for heavier cars) and CUVs/minivans (from a 0.47% decrease in risk to a 0.52% increase in risk); however, there is no change in the estimated fatality risk in light-duty trucks is very small and not statistically significant."

This also applies to table and figure captions. For example, "Table ES.1. Effect of mass and footprint reduction on fatality risk, under alternative regression model specifications" should say "Table ES.1. Estimated effects of mass and footprint reduction on fatality risk, under alternative regression model specifications." "Figure 3.3 Effect of reduction in mass or footprint on US fatality risk per VMT, by vehicle type: mass only, footprint only, and both" should say "Figure 3.3 Estimated effects of reduction in mass or footprint on US fatality risk per VMT, by vehicle type: mass only, footprint only, and both."

Overall the word "effect" appears over 200 times in this report with the "estimated" or other qualifier. In some cases this may be appropriate and in other cases it is not appropriate. It is recommended that the author review each instance and revise as appropriate.
|   | Figures 4.1 through 4.17 do not control for the effect of vehicle size (e.g. footprint), which has been shown to be correlated with vehicle weight (e.g., Figure 3.1), and therefore these figures may be misleading. It is strongly suggested that the horizontal axis label be changed to "Curb weight (lbs) and corresponding changes in size," and/or a note such as the following be added to each figure: "Note these results do not control for the effect of vehicle size on fatality risk. Therefore the horizontal axis represents changes to both vehicle weight and vehicle size."
<p>|   | The statistical significance of the linear trends in Figures 4.1 through 4.17 are not reported. It would be helpful if the confidence intervals or statistical significance of the linear trends were reported, either in addition to or instead of $R^2$. The confidence intervals for the estimated slopes should be added to the results in Tables 4.1 and 4.2. |</p>
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Summary, 7</td>
<td>iii, 65</td>
<td>2nd paragraph refers to &quot;our analysis,&quot; however the results are the same as the NHTSA analysis. The author should clarify who or what &quot;our analysis&quot; refers to and how it relates to the NHTSA analysis. Perhaps the statement &quot;LBNL was able to reproduce the NHTSA analysis, which finds that...&quot; would be more appropriate.</td>
</tr>
<tr>
<td>Executive Summary</td>
<td>iv</td>
<td>Last bullet – suggest changing the statement that &quot;Logistic regression does not allow a statistic&quot; to &quot;Logistic regression methods do not have a statistic.&quot;</td>
</tr>
<tr>
<td>Executive Summary, 4</td>
<td>iv, v, 22, 66</td>
<td>Suggest changing &quot;variance in risk&quot; to variation in risk&quot; throughout.</td>
</tr>
<tr>
<td>Executive Summary, 7</td>
<td>viii, 69</td>
<td>The numerical results for the NHTSA preferred model in Tables ES.1 and 7.1 are slightly different than the results reported in the NHTSA report. For example 1.43%/0.48%/0.52%/-0.40%/-0.47% should be 1.44%/0.47%/0.52%/-0.39%/-0.46%</td>
</tr>
<tr>
<td>4</td>
<td>31-32</td>
<td>Figures 4.12 through 4.14 have the results for small and heavy-duty pickups combined, which is inconsistent with the results in Table 4.1</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>The $R^2$ values in Table 4.1 are different than the values in Figures 4.6, 4.8, 4.9, 4.11.</td>
</tr>
<tr>
<td>5.1</td>
<td>37</td>
<td>The subsection title should be &quot;Alternative measures of exposure and outcome&quot; because fatal crashes and fatalities are measures of the crash outcome, not exposure.</td>
</tr>
<tr>
<td>5.2</td>
<td>39</td>
<td>It would be helpful to list the 18 manufacturer dummy variables in a table.</td>
</tr>
<tr>
<td>5.2</td>
<td>39</td>
<td>It is unclear why Lexus, Acura, and Infinity are treated as separate manufacturers, but Cadillac and Lincoln are not.</td>
</tr>
<tr>
<td>5.2</td>
<td>39</td>
<td>It is unclear why AM General is considered a Chrysler brand. The AM General Hummer was sold by GM beginning with the 2001 model year.</td>
</tr>
<tr>
<td>5.3</td>
<td>44</td>
<td>It would be helpful if the figures include error bars or shading to indicate the confidence intervals.</td>
</tr>
<tr>
<td>6.4</td>
<td>63</td>
<td>Table 6.3 – Suggest adding a note that the 72,316 total includes fatalities that are counted more than once in crashes involving more than one vehicle type.</td>
</tr>
<tr>
<td>1. ASSUMPTIONS</td>
<td>COMMENTS</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>----------</td>
<td></td>
</tr>
</tbody>
</table>
| Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution. | [Chen and Kockelman] [1] The Phase 2 report serves as a complimentary document to the Phase 1 report by isolating the effect of vehicle mass and footprint on crashworthiness. Whereas the Phase 1 report analyzes fatality risk per estimated VMT, the Phase 2 report analyzes casualty risk per crash. The parallel structure of the two reports makes it easy for the reader to compare the results of the two analyses.  

[2] The binary logistic model employed in this analysis can only account for two injury outcome categories; here it is used to distinguish crashes resulting in serious injury or death from all other crash outcomes. Thus, the model does not account for the ordinal nature of injury severity and neglects the difference between a serious injury and a death.  

[3] The report states that “a serious incapacitating injury can be just as traumatic to the victim and her family, and costly from an economic perspective, as a fatality.” While serious injuries are very costly to society (and may have similar economic cost implications as deadly crashes), willingness-to-pay estimates (which include pain and suffering) price the cost of a fatality at almost 20 times the cost of an incapacitating injury (NSC 2010). Thus, it is difficult to assess the economic cost of the estimates of increases in casualty risk per crash without distinguishing whether that outcome is a serious injury or a death. This limitation of the model should be addressed in the report.  

[4] The logistic model also assumes error-term homoscedasticity and cannot account for increases and decreases in the variation of injury outcomes due to vehicle and driver type, for example. Such limitations of the model should be discussed.  

[Farmer] The report concludes “that much of the detrimental effect of mass or footprint reduction on risk can be attributed to the tendency for mass or footprint reduction to increase crash frequency, rather than to reduce vehicle crashworthiness (risk once a crash has occurred).” However, the interpretation of casualties per crash as inversely proportional to crashworthiness ignores the possibility that injury severity also depends upon the circumstances of the crash. Casualties per crash must be divided into casualties per severe crash and severe crashes per crash, where a severe crash would be one involving more energy, e.g., high-speed or |
rollover. It could be that weight reduction increases casualties per severe crash (i.e., reduces crashworthiness), but reduces the likelihood that a crash is severe.

[Van Auken] The basic assumptions, methodology, and data are primarily the same as in the Kahane (2011) report, but have been extended to include serious injuries as well as fatalities, and also address crash involvement (i.e., fatalities and serious injuries per accident, and also accidents per VMT).. These include the following:

1) The probability of a crash fatality or serious injury is proportional to the number of accidents (provided the crash conditions remain the same); and the probability of an accident is proportional to the vehicle miles travelled (VMT).

2) The logarithm of probabilities of fatality or serious injury per accident, and accidents per VMT for a given curb weight, footprint, and control variable values varies as a linear combination of the curb weight, footprint, and control variables within the domain of the data.

3) The logistic regression methods determine a maximum likelihood estimate of model coefficients.

4) It is assumed that the above relationships remain constant in the recent past (i.e., 2000-2007 model year vehicles in the 2002-2008 calendar years), present, and near future (i.e., 2017-2025 model year vehicles).

The first assumption that crash fatalities and serious injuries are proportional to the number of accidents provided the crash conditions remain the same seems self-evident (e.g., if two fatal crashes had exactly the same conditions, then the expected number of fatalities for the two crashes would be twice the value for just one of the crashes). The assumption that the number of accidents are proportional to VMT rather than the number of vehicle registration years (VRY) is also appropriate because accidents cannot occur if the vehicles are not driven on the road (i.e., VMT = 0). This assumption is qualified however because VMT is more difficult to measure than VRY and therefore may be less accurate. On the other hand the probability of a fatal crash or the number of fatalities in a crash may also depend on the vehicle occupancy.

The second and third assumptions are appropriate provided that it is recognized that it is essentially impossible with currently available knowledge and information to model all of the factors that could affect the probability of fatality in a crash, and that the objective of the analysis is to identify overall trends versus vehicle weight and footprint. In general the probability of fatality depends on other many other factors which have not been modeled (e.g., driver behavior factors, vehicle design factors, roadway design factors, EMT factors), and these unmodeled factors are assumed to be uncorrelated with vehicle weight and footprint, and/or are represented by the other control variables. The latter assumption might or might not be valid.
The fourth assumption is perhaps the weakest because it assumes that future vehicles will have the same design characteristics as past vehicles, and that the characteristics of the vehicle population (e.g., collision partner weight, size, type) will also remain the same.

| Please comment on any apparent unstated or implicit assumptions and related caveats or limitations. | **[Chen and Kockelman]** The role of driver behavior is briefly addressed in the report but not emphasized sufficiently. Casualty risk is a combination of driver, vehicle, and roadway characteristics. Whereas vehicle characteristics significantly influence crashworthiness, driver behavioral differences play a significant, if not primary, role in determining crash frequency. Socioeconomic data such driver household income, size, and education influence driver attitudes and driving environments. For example, Chen et al. (2010) found that crash risk increases for those living in socioeconomically disadvantaged areas (including households more likely to drive less expensive and older vehicles). Though such data is not typically available in state and national crash databases, the importance of these driver and environmental characteristics on crash rates (per mile driven) and casualty risk should be stressed in both reports. It is clearly very difficult to control for, but is a major caveat to the NHTSA (& now LBNL) results. We expect that crash severity could be probably be lower for many of the small cars and pickups if they were driven by those who tend to drive more expensive vehicles, under the same settings (e.g., daytime, urban freeway). Thus, statements like “a 100-lb reduction in the mass of lighter cars leads to a 1.84% increase in crash frequency” should be accompanied by an explanation of the possibility of the mass variable accounting/proxying for effects of lower income households owning smaller vehicles.

**[Van Aukcn]** [1] The induced-exposure data set provided by NHTSA is based on the "non-culpable" vehicle in two-vehicle crashes. It is assumed that the dataset is a representative sample of the driver and environmental exposure factors for vehicle use. However, since these cases include moving vehicles, some vehicle-driver-environmental conditions may be under or over represented in this data depending on how they affect the ability of a non-culpable vehicle to avoid a crash. Results in Ref (17) indicated that the estimated effect of weight and size reduction are sensitive to whether the induced-exposure data are based on the Kahane (2003) non-culpable vehicle definition of the Kahane (1997) stopped vehicle definition. Unfortunately it is not currently possible to test this sensitivity with the NHTSA-provided induced-exposure data.

[2] It is also assumed that the accident data from the 13 or 16 states are representative of all US states. Figure 2.1 in Wenzel (2011b) provides a useful comparison of the distribution of fatalities in the US and 13 states by the nine different crash types. |


[Farmer] NHTSA’s fatality analysis covered calendar years 2001-08, but the casualty analysis excludes 2008. Such exclusion is understandable given that 2008 data were at the time unavailable for a majority of the states (I think they are available now). However, 2008 was an unusual year and may have affected the size and weight effect estimates. The footnote on p. 6 of the Phase II report states that an analysis including the available 2008 data will be summarized in Appendix A. I don’t see Appendix A. Is an analysis planned including 2008 data?
<table>
<thead>
<tr>
<th>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td>[Chen and Kockelman] [1] As alluded to above, a primary concern is that the NHTSA analysis (&amp; thus the LBNL analyses) largely neglect the idea that vehicle type (make &amp; model) is very much a proxy for driver type, and a vehicle’s crash frequency may have very little to do with physical vehicle characteristics. It has a lot to do with the person behind the wheel, and gender and age simply aren’t enough to control for such distinctions. Education, risk aversion, ability, wealth, etc., are important covariates. But existing data sets are quite limiting (though the MVOSS &amp; FAR with 3-year driver violation history do offer some valuable insights, not discussed in these reports). In reality, small cars may be less crash prone than Kahane’s &amp; Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Such key caveats need thoughtful discussion. Four relevant papers on the topics of crash frequency and vehicle size-and-weight implications (by Knipling, Kweon &amp; Kockelman, Wang and Kockelman, and Chen &amp; Kockelman) have been sent to Tom Wenzel. These all include useful literature reviews for further connections to useful findings for citation in the reports, as time allows the contractor.</td>
</tr>
<tr>
<td>[2] Independent variables such as vehicle mass and footprint may be accounting for effects of driver socioeconomic factors as discussed in the Assumptions section. Furthermore, vehicle option variables such as AWD and side curtain airbags may be reflecting the effects of driver environment (e.g., those living in areas with icy winters opting for AWD) and attitude (e.g., more risk-averse drivers opting for side curtain airbags) rather than the vehicle technology themselves. While extremely heavy and extremely large vehicles may have significantly different handling and braking characteristics which influence crash frequency and casualty risk, it is unlikely that given the same driver in the same environment, a small change in vehicle mass or footprint would influence the driver’s crash proneness.</td>
<td>[Farmer] One needs to restrict control variables to those that are available and reliable. A problem when combining state databases is that the states often are not consistent as to the variables coded and the definitions of those variables. This severely limits the list of possible control variables.</td>
</tr>
<tr>
<td>[Van Auken] [1] Reducing the total number of fatalities and serious injuries is desirable from a societal viewpoint. This includes both subject vehicle occupant and collision partner (e.g., other vehicle occupant, pedestrian) fatalities and serious injuries.</td>
<td></td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model, might be included in the regression models?</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td></td>
</tr>
<tr>
<td>[Chen and Kockelman] [1] Vehicle height, a variable which may be more valuable than vehicle type for similarly structured vehicles such as sedans, wagons, CUVs, and minivans, would be a valuable control variable. In addition to a wider track, a lower center of gravity also increases vehicle stability, thereby reducing the risk of rollover. Relevant literature &amp; findings exist, and should be cited.</td>
<td></td>
</tr>
<tr>
<td>[2] Other variables which have been found in past studies to influence fatality risk such as seat belt use, roadway geometry and division type are not included in this study.</td>
<td></td>
</tr>
<tr>
<td>[3] To account for driver characteristics that contribute to casualty risk, socioeconomic variables such as household income, education, household size, etc. would be valuable additions. Unfortunately, both state and national crash databases typically do not include such information (outside of MVOSS). Such issues should be flagged for readers.</td>
<td></td>
</tr>
<tr>
<td>[Farmer] I think that already there are too many control variables in the regression models. Instead I would consider defining different classifications of crash types. Table 2.2 of the Phase II report shows that the distribution of crash types for casualty crashes is very different from that for fatal crashes.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Chen and Kockelman] Please see above comment (in Assumptions section) regarding driver behavior and environment.</td>
</tr>
<tr>
<td>[Farmer] Model overspecification could be the reason for results that are non-intuitive, especially in the Phase II analyses of police-reported crashes. Control variables may be correlated with each other or with the size and weight variables. For example, Figure 2.9 of the Phase I report implies that torso side airbags increase fatality risk in CUVs.</td>
</tr>
</tbody>
</table>
ADDITIONAL COMMENTS:

[Chen and Kockelman] Table 2.1 has many indicator variables labeled as “C” for continuous variable (such as ABS, ESC, AWD, DRVMALE, etc). These C’s should be removed.

[Farmer] The sensitivity results of Chapter 5 (Phase II) point out the extreme differences in results when changing the control variables. For example, including vehicle make changes the effect of a 100-lb reduction in heavier cars from -0.91% to +0.55% (see Fig 5.3).

[Van Auken] The underlying reasons for some of the estimated effects are unknown at this time, but presumably involve driver, vehicle, environment or accident factors than have not been controlled for in the Kahane (2011) and Wenzel (2011b) analyses. See, for example, Refs 17 and 23.
### 3. METHODOLOGY AND STATISTICS

<table>
<thead>
<tr>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.</td>
</tr>
</tbody>
</table>

**[Chen and Kockelman]** The Phase 2 report enhances the findings in the Phase 1 report by isolating the effect of vehicle mass and footprint on crashworthiness. Like the Phase 1 report, this analysis goes into a fair amount of detail and seeks to introduce additional analyses to better examine the relationship between mass, footprint, and casualty risks. However, due to a lack of control for very specific vehicle differences (which vary by make & sub-model), the exclusion of driver characteristics and crash setting details (which cannot always be controlled for, but are often correlated with vehicle type), the effects of downweighting vehicles and/or shifting vehicle styles and sizes may be overestimated. Simply changing the vehicle mass or footprint on a risky driver in a high-risk setting is unlikely to influence crash outcomes significantly.

**[Farmer]** Figure 2.11 of the Phase II report implies that NHTSA’s fitting of a separate regression model for each of the 9 crash types was unnecessary, at least for the analysis of casualty risk per crash. I don’t recall seeing a similar analysis for fatality risk per VMT. Is it possible to get essentially the same results as the NHTSA study using a single regression model?

**[Van Aunken]** [1] The logistic regression methods seem to be appropriate. The confidence intervals are based on the logistic regression Wald Chi-Square statistic, which as Kahane (2003, 2011) has demonstrated does not include all sources of variation. However, these confidence intervals are useful because they do provide some indication of the uncertainty in the results.

[2] The two-stage results for the 13-state fatalities per crash and 13-state crashes per VMT, and the one-stage result for 13-state fatalities per VMT reported in Tables E5.1 and 6.1 and Figure 2.7 were computed using independent logistic regressions. The differences between the two-stage results and the one-stage results for fatalities per crash could have been eliminated by using the “simultaneous three-way” logistic regression method described in DRI (2003). This method imposes the constraint that the combined two-stage estimated and the one-stage estimated are equal.

<table>
<thead>
<tr>
<th>Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>[Chen and Kockelman]</strong> In the alternative measures of exposure, the author examines the effect of vehicle manufacturer on fatality risk and treats the luxury models produced by Toyota, Honda, and Nissan as separate manufacturers. However, domestic luxury brands (such as Cadillac &amp; Lincoln) are categorized with their nameplate manufacturers (GM and Ford), which appears inconsistent.</td>
</tr>
</tbody>
</table>

**[Van Aunken]** [1] The correlations in Section 3 appear to be assessed using the Coefficient of Multiple Determination ($R^2$) based on a linear fit to the data (e.g., the correlation between footprint versus curb weight...
| **Vehicle model.** | **in Figure 3.1 on p. 32). The linear regression model attributes the differences between the dependent variable (vertical axis) and the linear fit to the independent variable (horizontal axis) to random effects. If there is no preference as to the choice of independent and dependent variables (e.g., footprint versus curb weight, or curb weight versus footprint), then the linear trend and \( R^2 \) result would be different if the two variables were interchanged, and having two different yet equally valid results would be undesirable. [2] If the variation in the data can be attributed to both variables (e.g., footprint and curb weight), then it would be better to report the square of the sample correlation coefficient \( r^2 \), where \( r \) is computed according to Eqn (1). The trend lines in these correlation figures should not be computed using a linear regression. Instead, the trend line should pass through the sample means (i.e., \( \bar{x}, \bar{y} \)), and have a slope equal to the ratio of the sample standard deviations in the data (i.e., \( s_x / s_y \)). Therefore, the reported correlation results do not depend on the ordering of the data variables. Note this comments does not apply to linear trends indicated in Section 4, for which the Coefficient of Multiple Determination \( (R^2) \) seems appropriate. [3] The Coefficient of Multiple Determination \( (R^2) \) is frequently used in the Wenzel (2011b) report as an indicator of the statistical importance of a linear trend (e.g., \( R^2 \) values in Tables 4.1 and 4.2 were compared to 0.3). It would be better to report the standard error, confidence interval, and/or probability value as measures of the statistical significance of a linear trend. | **Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.** | **Chen and Kockelman** First, the t-statistics are not provided in the report which makes it difficult for the reader to assess statistical significance of specific regression estimates (except where noted by the author). Second, inclusion of a statistically insignificant variable can influence the estimates of coefficients associated with related variables. Nevertheless, in general, it is best to keep insignificant estimates if one has a strong defense for their role, since removing such variables (and their parameters) will shift the burden of response to a correlated covariate’s parameter, thus biasing the latter. We generally keep key covariates in a model up to a p-value of 0.20 or 0.25 or so, especially in relatively small data sets (e.g., \( n < 1,000 \)). Covariates for which we have no strong basis can be removed for p-values > 0.10. **Farmer** Making projections from non-significant regression estimates is proper so long as the resulting confidence intervals are constructed conservatively (to account for the accumulated imprecision). In that sense, I prefer NHTSA's jackknife approach to the standard errors produced by SAS (see p. 13 of Phase II). |
[Van Auken] [1] Regression estimates are random numbers which have an unknown expected value and variance, and known sample value and standard error. If the sample value can be explained by a zero expected value and known standard error then the result is considered not statistically significantly different than zero and therefore the result is not considered to be statistically significant. However, if we can combine this estimate with other estimates then the unknown expected values and variances can also be combined using the same transformation, and the statistical significance of the combined result can be tested. Therefore, depending on the sample values and inter-correlation, the combined result may be statistically significant even if the individual estimates are not statistically significant.

For example, the results from each of the nine different crash types can be combined into an overall estimate and the standard error calculated assuming that the results for each crash type are independent of each other. Then the statistical significance of the combined effect can be determined.

[2] However, and Kahane (2011) points out there are two sources of uncertainty in the regression results. The first is the FARS based sampling error which is uncorrelated across crash types because they are based on different fatal cases (Kahane 2011, p. 77). The second is the state based induced-exposure sampling error which is correlated across crash types because they are based on the same induced-exposure cases. Therefore a confidence interval estimated using the "jackknife" method described by Kahane (2011) and accounting for correlation of these two error sources would be more accurate than a simple estimate based on the Wald Chi-Square statistic and assumed independence.

How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?

[Chen and Kockelman] Including more vehicle-specific characteristics (such as vehicle height and engine size) reduces the analysis’ dependence on vehicle type, since vehicle shapes and structures will continue to evolve. There is also correlation with context (e.g., pickups are driven in more rural locations, with greater hazards [like less lighting, higher speed, & few medians]). Disaggregate data are almost always best, to avoid ecological fallacies & such.

[Van Auken] [1] The effects of multi-collinearity can be mitigated by 1) obtaining more data, 2) pooling data from different crash type or vehicle types, or 3) reducing the number of regression variables. The first option would require more states (for serious injuries and police-reported accidents), calendar years and/or model years, which would involve added newer data as it becomes available (or using older data). The second option might be to recombine the CUVs and minivans with truck based vans and adding a control variable to compensate for the differences in the vehicles types. The third option might involve removing statistically insignificant control variables or removing control variables that would not be expected to have an effect on
the probability of crash or crash outcome (e.g., the side airbag variable is not included in pedestrian crashes because it is not expected to affect pedestrian fatality risk). The number of driver age control variables might be reduced from eight to three (as in the Kahane (1997) and DRI (2002-2005) studies). Finally, a linear curb weight model instead of a two-piece linear model may help to better elucidate the general trend.

[2] The Variance Inflation Factor (VIF) has been suggested as a measure of multi-collinearity in the Kahane (2010 and 2011) reports, however this diagnostic metric does not account for differences in database size (i.e., Options 1 and 2 above). The Wenzel (2011b) report does not discuss the Variance Inflation Factor or report any VIF results.

**ADDITIONAL COMMENTS:**
4. DATA SETS

<table>
<thead>
<tr>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL's casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states.</td>
</tr>
</tbody>
</table>

[Chen and Kockelman] [1] The Phase 2 report uses an unusually extensive data set of police-reported crash data from 13 states which the author compares in detail to national data sets to illustrate similarities and differences. The author is very thorough in addressing the difference in definitions of “serious” and “incapacitating” injuries across different states and the effects of such inconsistency on the regression results.

[2] Since casualty risk in the report accounts for serious injuries but not minor injuries, the author should note that police-reported injury levels may also be poor indicators of the actual or Modified Abbreviated Injury Scale (MAIS) level, following medical evaluation. Farmer (2003) found that 41% of injuries reported by U.S. police as incapacitating received MAIS ratings of “minor injury” by health care professionals using NASS Crashworthiness Data System (CDS). Thus, the results of the estimated casualty risk increases and decreases rely heavily on the assumption that police errors in reporting actual MAIS ratings are consistent across states.

[Farmer] A major limitation of the Phase II analysis is a bias that may be due to the patterns of missing data. In particular, the vehicle identification number (VIN) is missing or mistyped for many crash records. High-severity crashes (especially fatal) are more likely to have detailed police investigation, so VINs (and other variables) in these crashes may be more complete. State crash files are therefore much less reliable than FARS.

[Van Auken] [1] The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the comments in Table 1 on the limitations of this data.

[2] The use of property damage accident data and cases with serious injury from the 13 states seems appropriate (with the noted qualification that the different states may have different accident reporting thresholds and injury reporting criteria). The concerns about the use of data for the 3 additional states (Georgia, Illinois, and New Mexico) have also been noted.

[3] In addition, there are also many differences in the coding variables and values used by the different states, which tend to make the recoding to a common data set (either induced-exposure, police-reported accident, or severe injury) imprecise.
Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle traveled scaled up from crash data from 13 states, and number of police-reported crashes?

[Chen and Kockelman] The Phase 1 analysis used non-culpable vehicles in two-vehicle crashes as a proxy for induced exposure crashes. In contrast, Phase 2 analysis uses data from vehicles involved in one-car crashes and the responsible vehicle in two-car crashes. The exclusion of the not-at-fault vehicle in two-car crashes may be distorting the distribution of crash frequency and casualty risk across different vehicle makes and models if crash-prone drivers are more likely to drive certain types of vehicles.

[Farmer] The VMT weights provided by NHTSA were scaled to represent the entire US. Comments on pp. 9 and 18 of the Phase II report seem to acknowledge this deficiency, promising to adjust these to the 13 states in the future. Was any adjustment made, such as multiplying the weights by the proportion of annual US VMT accounted for by each of these states? The accuracy of the VMT weights is critical is we are to believe the somewhat surprising results concerning crashes per VMT.

[Van Auken] [1] The number of fatal or serious injury cases tends to be much less than the number of induced-exposure cases (and the number of police-reported accidents). Therefore the effective numbers of degrees-of-freedom in the statistical estimates tend to be limited by the available number of fatal or serious injury cases. For example, it would not be possible to estimate the effects of two variables (e.g., just curb weight and footprint) if we had data for only one fatal of serious injury case even if we had thousands of induced-exposure cases. Therefore it is desirable to use data for the entire US in order to get a large sample of fatal cases for the logistic regressions. This then requires the available induced-exposure data (i.e., from 13 states) to be "scaled up" the US level using the method described in Kahane (2003 and 2011). The result is the best currently available estimate of vehicle exposure.

[2] There may be some concerns about the accuracy of the vehicle miles-travelled data because the difficulty estimating the number of vehicle miles travelled at the make-model-year-state level of detail.

ADDITIONAL COMMENTS:


[Farmer] Statements above Figure 2.7 in the Phase II report imply that the effects of weight reduction on crashes per VMT and fatalities per crash should add up to the effect on fatalities per VMT. This is not the case. For example, a 1.43% increase in crashes per VMT and a 0.76% decrease in fatalities per crash would imply a 2.16% decrease in fatalities per VMT (i.e., 1 - 0.9924/1.0143). The fact that the model on fatalities per VMT yields an estimated 1.08% increase should be a cause for concern. Either the VMT weights are inaccurate or the control variables have different effects on crash frequency and crashworthiness.
<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?</td>
<td><strong>[Chen and Kockelman]</strong> As noted above, a primary concern remains a neglect of the notion that the type of car is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel. Simply including gender and age variables cannot account for important covariates such as education, risk aversion, driving ability, wealth, etc. In reality, small cars may be less crash prone than Kahane’s and Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Alas, it is very difficult to control for all these variables, since they are not readily available in data sets. In reality, the best the report authors can do with such data sets is to explain how all the other, relevant attributes may factor in (e.g., quality of driver and typical driving settings), and how they can generate biased estimation (sometimes in either direction). Discussion of relevant literature that looks more deeply at crash outcomes (e.g., Wang or Chen’s papers, mentioned above, allowing for heteroscedasticity and individual vehicle attributes, non-driver outcomes, etc.) will also be useful.</td>
</tr>
<tr>
<td>[Farmer] Casualty risk per crash does not fully measure the effects of vehicle size and weight reductions on society. Casualty risk per VMT best coincides with the NHTSA analysis of fatalities per VMT. The breakdown of casualty risk per VMT into the crash frequency and crashworthiness components is of interest. However, the surprising results reported here make everything suspect. For example, the Phase II report concludes that “the detrimental effect of male drivers has to do with their higher tendency of getting into a serious crash rather than their sensitivity to injury once a serious crash has occurred” (p. 24). A few pages later it concludes that “male drivers have essentially no effect on crash frequency, but cause a statistically significant increase in fatality risk once a crash occurs” (p. 28).</td>
<td><strong>[Van Aukens]</strong> [1] The basic methodology described by Kahane (2011) seems appropriate; and the extension by Wenzel (2011b) are also appropriate. However some results using these methods and data are not well understood and need further diagnosis.</td>
</tr>
<tr>
<td>[2] The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the Table 1 comments on the limitations of this data.</td>
<td></td>
</tr>
<tr>
<td>[3] The state accident data files tend to have different database variable and coding definitions and criteria, which could confound the results.</td>
<td></td>
</tr>
<tr>
<td>Please comment on the overall adequacy of</td>
<td><strong>[Chen and Kockelman]</strong> Overall, the study is an enriching complementary document to the Phase 1 assessment</td>
</tr>
</tbody>
</table>
LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>of the 2011 NHTSA report. The parallel structure of the two reports allows the reader to easily compare and contrast the various additional analyses which examine the relationship of vehicle mass and footprint reduction on safety. However, as stated previously in the comments here, driver preference for specific car types (including size and mass) is related to driver socioeconomic characteristics and driving behavior. As vehicle, driver, and roadway environment characteristics all contribute to fatality risk, the effects of physical vehicle changes such as mass or footprint reduction on safety should not be overstated when the other two types of characteristics are not sufficiently accounted for.</td>
<td></td>
</tr>
<tr>
<td><strong>[Farmer]</strong> Overall these are reasonably good studies. The Phase I report does a very good job of assessing the NHTSA report of fatality risk. However, the Phase II report should be more cautious in its conclusions concerning casualty risk. The casualty analysis is based solely on police-reported data from 13 states, which:</td>
<td></td>
</tr>
<tr>
<td>1. May not be representative of the US as a whole.</td>
<td></td>
</tr>
<tr>
<td>2. Are inconsistent in the information given and the way in which it is coded.</td>
<td></td>
</tr>
<tr>
<td>3. Suffer from information that is missing, inaccurate, or unclear.</td>
<td></td>
</tr>
<tr>
<td><strong>[Van Auken]</strong> The Wenzel (2011b) report provides a valuable supplement to the analysis and results in the Kahane (2011) report.</td>
<td></td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**

* **[Farmer]** Column G of Table 6.1 in the Phase II report provides the most appropriate comparison to results from the NHTSA report (Column A). For both fatalities and casualties per VMT, a 100-lb weight reduction is most harmful in lighter cars, less harmful in heavier cars and lighter light trucks, and slightly beneficial in heavier light trucks, minivans, and crossovers.

* **[Van Auken]** See attached tables 6 and 7 below.
<table>
<thead>
<tr>
<th>Section</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Use of $R^2$ is confusing. Suggest using lower case &quot;r&quot; when referring to the sample correlation coefficient (Box, Hunter, Hunter, 1978, P. 61); or upper case R when referring to the regression coefficient of multiple determination (Draper and Smith, 1981, p. 90).</td>
</tr>
<tr>
<td>All</td>
<td>In most cases the reported results are just estimates, but are not described as such. The word &quot;effect&quot; appears several hundred times in this report with the &quot;estimated&quot; or other qualifier. In some cases this may be appropriate and in other cases it is not appropriate. It is recommended that the author review each instance and revise as appropriate.</td>
</tr>
<tr>
<td>All</td>
<td>&quot;Crashworthiness&quot; in most instances should be changed to &quot;crashworthiness and crash compatibility&quot; because the fatalities and/or serious injuries may either be in the subject vehicle (crashworthiness effect) or collision partner (crash compatibility effect).</td>
</tr>
<tr>
<td>4</td>
<td>The statistical significance of the linear trends in Figures 4.1 through 4.9 are not reported. It would be helpful if the confidence intervals or statistical significance of the linear trends were reported, either in addition to or instead of $R^2$. The confidence intervals for the estimated slopes should be added to the results in Tables 4.1 and 4.2.</td>
</tr>
<tr>
<td>Section</td>
<td>Page</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Executive Summary, 4</td>
<td>iv, v, 22, 66</td>
</tr>
<tr>
<td>Executive Summary, 6</td>
<td>vii, 63</td>
</tr>
<tr>
<td>5.3</td>
<td>49</td>
</tr>
<tr>
<td>5.3</td>
<td>48-49</td>
</tr>
<tr>
<td>5.3</td>
<td>49</td>
</tr>
</tbody>
</table>

David L. Greene

January 10, 2012

Summary

The Phase I and Phase II analyses by Tom Wenzel of LBNL have been executed diligently and consistently in accord with the methods and data used in the original NHTSA analysis. The studies contain many valuable, new insights. The phase I study highlights the weakening relationship between vehicle mass and highway fatalities. This is not only seen in decreasing coefficient estimates but in the very large number of results that are not statistically significant. When regressions were done separately by footprint deciles, vehicle mass was statistically significantly positively related to fatalities only for light-duty trucks in rollovers, there were almost as many cases in which mass was negatively related to fatalities (9 vs. 13 out of 27) and there were more instances of statistically significant negative relationships than positive relationships. Given that so many tests are being jointly conducted, it is quite possible that when joint probabilities are considered, there is no significant relationship between mass and fatalities (more on joint probabilities later). Showing the weakness and inconsistency of these results is an important contribution.

Another meaningful contribution of the phase I study, and one that deserves more emphasis, is a logical inference from the following findings: 1) much of the variance in risk remains unexplained even by the most complete models, 2) control variables explain 1 to 2 orders of magnitude more of the variance than the variables of interest (mass and size), 3) when key control variables are removed or changed it strongly influences the coefficients of mass and size. These results have very important implications for the robustness of the results and the likelihood that some or all of the apparently statistically significant relationships are due to spurious correlations with omitted or imperfectly controlled factors. Noting that exposure measures are control variables with constrained coefficients, the following observation from the phase I study is especially perceptive.

“Calculating risk as total fatalities per induced exposure crash, rather than per vehicle mile traveled, reverses the sign of mass reductions on risk in cars and the lighter light trucks, with mass reduction leading to a reduction in risk in all vehicle types.”

Finally, the phase I report notes that if only the control variables are included in the regression and not size or mass, the resulting residuals from the regression are uncorrelated with size or mass. Given these findings (as well as those of phase II) the conclusions that,

“The 2011 NHTSA study, and this report, conclude that the effect of mass reduction on US fatality risk is small.”
should be revised with the following emendation, “... and probably non-existent.”

Both studies, like the NHTSA analysis, have shortcomings in terms of interpreting the results and the language used to describe the results, and acknowledging the limitations of the data and methodology. The limitations are extensive. The interpretation of the results of the LBNL studies commits two important, related errors. The first is to attribute inferred coefficients of mass and size as representing only the effects of vehicle mass and size when, as the phase I and II study results indicate, there is a virtual certainty that aliasing effects are present due to a combination of omitted variables, errors in variables and correlations among variables. Given that estimated driver and environmental factors tend to have 1-2 orders of magnitude larger impacts on safety outcomes than vehicle factors, the almost certain presence of aliasing effects must be explicitly acknowledged as severely limiting the ability to draw inferences about the effects of vehicle attributes. Second, the language used in interpreting results fails to acknowledge that the analysis does not address the effects of down-weighting or down-sizing specific vehicles or vehicle designs, but instead relies on correlations between vehicle weight and size in existing vehicle designs. In existing vehicles, weight and size are correlated with each other and many other vehicle attributes (and driver and environmental attributes, as well). Thus, the study is not actually measuring the effects of down-weighting via the material substitution and design changes likely to occur as a consequence of fuel economy and emissions standards. An early example of the kind of misleading language referred to here can be found on page iv.

“For example, a 100-lb reduction in the mass of lighter cars leads to a 1.84% increase in crash frequency (columns B), while mass reduction leads to a 0.76% decrease in the number of fatalities per crash (column C);”

This statement is misleading in that it implies causality rather than correlation, and it is additionally misleading in that it implies that the inference applies to removing weight from specific vehicles. Neither is correct. A better statement would be the following.

“For example, vehicles in the lighter class that are 100 lbs. lighter are correlated with a 1.84% increase in crash frequency....”

There are so many examples of this misleading language that it is not feasible to list them all. All should be corrected, however. Failure to correct them could lead to serious misinterpretation of the studies’ findings.

Following in the footsteps of the seminal study by DRI, the NHTSA and LBNL studies contribute to the literature in three important ways: 1) the LBNL and NHTSA studies recognize that the societal safety perspective is the correct perspective to when assessing the impacts of fuel economy and emissions regulations, 2) they recognize that vehicle dimensions and vehicle mass may have separate and potentially different impacts on both the likelihood of a crash and the outcomes of the crash and, 3) the LBNL phase two analysis makes an additional contribution by attempting to disentangle factors affecting the likelihood of a crash and factors affecting the outcomes of a crash.
Speaking of the DRI study, I am puzzled about why there are no references cited in the phase I study and only a handful all by Kahane and Wenzel, in the phase II study. This is perhaps due to the scope of work defined for the two studies but there are highly relevant studies in the literature that could have been cited, those by DRI foremost among them. Making use of the insights from these studies would have been helpful in interpreting the results of both phase I and phase II.

**Lack of a Theory or Model of the Phenomenon**

Both the NHTSA and LBNL studies lack a rigorous theory of the process by which down-weighting at constant size or down-sizing at constant mass affect societal safety either through crash avoidance or crashworthiness. This is not a trivial shortcoming because it affects the ability to formulate hypotheses and interpret results. Prior to the dissenting report on safety of the NRC 2002 CAFÉ report, the physics of elastic collisions between objects was typically cited as the underlying physical model. That report showed how taking the societal perspective renders that model inappropriate. What remains appears to be far more complex, involving the quantity of kinetic energy, the ability of vehicle designs to absorb that energy so as to minimize maximum deceleration rates, stability, maneuverability, safety technologies, and more.

The consequences of the lack of a rigorous theory are that it is not known, a priori, what the signs of coefficients are expected to be, let alone what their quantitative relationships should be. Hypotheses must be formulated based on intuition and the interpretation of results is likewise ad hoc. One implication of this is that results that suggest that lower fatalities are associated with lower vehicle mass have equal standing, a priori, with results that indicate that higher fatalities are associated with lower vehicle mass, and similarly for vehicle size. There are no surprising or unsurprising results, in theory.

This also makes it difficult to develop a plan for statistically testing the model or theory and its implications. It would have been helpful to the reader to have been presented early on in the report with such a plan of analysis.

**On the Virtual Certainty of Aliasing**

The LBNL report typically attributes causal effects to correlations between mass or size and safety. In fact, most or all of the observed correlations are almost certainly affected by aliasing effects. There is ample evidence for this inference in the results presented in the LBNL phase II report.

The coefficients of mass and size change in important ways when different model formulations are estimated. Removing and adding control variables changes the magnitudes and sometimes the signs of the mass and size variables. This means that, at a minimum, the mass and size variables alias the effects of the omitted control variables. The question is whether the aliasing is eliminated entirely by the inclusion of the control variables available or whether some aliasing remains either because not all relevant and correlated control variables have been included or because the included control variables are imperfect measures of the factors they are intended to represent.
The latter seems highly likely for the following reasons. First, the overall explanatory power of the full models (including control variables), as measured by their $R^2$ is low. Most of the variance in casualties and fatalities remains unexplained. Second, at least some of the important included control variables are only crude approximations of the factors they are intended to represent. For example, dummy variables represent differences in state reporting practices, age and gender represent risky driving behavior differences among owners of different sizes and masses of vehicles, the presence or absence of a kind of safety equipment represents both its performance and use in a particular vehicle, and calendar year dummy variables represent unknown factors associated with the respective calendar years. Such practices are common and their use is appropriate. Third, the control variables generally account for 1-2 orders of magnitude more variance in the casualty and fatality variables than do vehicle weight and size. To recap, the amount of unexplained variability in the dependent variables is larger relative to the variance statistically explained by the most complete models. Control variables are correlated with size and mass, and they account for 1-2 orders of magnitude more variability in the dependent variables than the variables of interest, mass and size. Therefore, even small correlations of size and mass with omitted variables or with errors (imprecision) of the control variables could easily result in biased estimates for the effects of size and mass on the dependent variables.

Tom Wenzel is to be commended for providing the results that definitively demonstrate the three key points made above. The above is not a criticism of the analysis nor of the results, per se. It is a criticism of their interpretation. In light of the above, the results should be interpreted in light of the virtual certainty that many of the estimated coefficients are likely to be biased in ways that make their interpretation highly uncertain. The implication is that phrases such as “down-weighting or down-sizing caused” to “mass (or size) and unobserved correlated factors are associated with...”

On Joint Probabilities

The NHTSA and LBNL studies do not correctly interpret their results as joint statistical tests. When testing a hypothesis on, for example, 5 vehicle classes simultaneously, a result for one equation that might be statistically significant on its own may not be statistically significant as one of five related tests.

Statistical analyses comprised of multiple regressions too often overlook the fact that tests of statistical significance designed for individual regressions may not apply in the case of multiple regressions. That is the case here. NHTSA conducted 5 analyses to infer relationships between mass differences among vehicles holding footprint constant for 5 classes of cars. The results showed one relationship out of five was statistically significant. As table 1 illustrates, using a simple example, if one conducts 5 trials, each with a 0.05 probability of given result, there is a 22.6% probability of finding at least one such result in the five trials. Thus, the joint significance level of the overall result (1 statistically significant regression out of 5) is 0.226, rather than 0.05.
So there is between a 1:4 and a 1:5 chance of getting one statistically significant result by pure chance. In fact, the actual significance level of the results is more complicated to calculate, and probably a bit smaller than 0.226. Thus, it is very appropriate for Dr. Kahane to add the qualifier “if any” to his conclusions about the relationship between the societal highway fatalities and mass reduction, holding footprint constant. Had appropriate tests of joint statistical significance been used to evaluate the results in the NHTSA and LBNL studies, the significance levels very likely would not meet accepted criteria for statistical significance. This could change the conclusions of the studies from the inference that mass is correlated with fatalities or casualties in some case but not others to the lack of statistically significant evidence that mass is correlated with fatalities or injuries on the highway. This is an important difference.

**Page-by-Page Comments**

I will make page by page comments on the phase II study only, since that contains the overwhelming share of original contributions and the key findings of the phase I study are recapitulated there.

p. iii  Paragraph 3. This would be a very good place to acknowledge the importance of driver behavior and environment on crash avoidance especially.

p. iv  Para. 3. This would be a good place to discuss probability inference in joint tests.

Para 4. The statement about a 100-lb reduction in the mass, etc., is a good example of misleading language.

p. v  Para. 1. Again, it is misleading to say that mass reduction increases crash frequency, for reasons stated above.

Para. 2. It is more accurate to describe the association of lower vehicle mass with casualty risk than the “effect of mass reduction on...” casualty risk.
Para. 3. Would benefit greatly from joint probability inferences.
Para. 4. As noted above, this shows how much more important the control variables are than the variables of interest.

Para. 5. Again, these are correlations not necessarily effects.

p. vi Para. 1. Again, mass reduction is misleading terminology and you do not know if it increases casualty risk or not, you know only a correlation. Why is this so important? It is the virtual certainty of spurious correlations, or aliasing, as noted above.

Para. 4. (1st bullet) This is clear evidence of aliasing. Take variables out of the regression and the coefficients of interest change in important ways. Are there no important factors still missing? Are the variables included perfect measures of the factors of interest? Of course not. Thus, there must be remaining aliasing. How bad is it? We don’t know.

The third bullet shows the same effect with a different set of variables.

p. vii Para. 4. No, your analysis does not indicate “...that much of the detrimental effect of mass or footprint reduction on risk can be attributed to the tendency for mass or footprint reduction to increase crash frequency.” Again, you have correlation, not causation and you have good reason to believe that what you are seeing is affected by spurious correlations.

Para. 5. The “effect” is small, 1-2 orders of magnitude smaller than correlations with other control variables, and IS strongly affected by which variables are in the equation, as stated on the previous page, and there is a great deal of unexplained variance. Please reconsider the meaning of these results in light of the comments above.

Finally, as the last paragraph of the ES implies, it would be far better not to speak in terms of “reducing” mass or size. That is not what is happening in your data set.

p. 1 Para. 4. Risk per VMT includes the effects of how well vehicles are driven as well as how well they can be driven. I think there is no chance that you have fully accounted for how well vehicles are driven.

p. 2 Para. 2. Exposure measures are explanatory variables whose elasticity is constrained to 1. That is, it is assumed that an increase in vehicle use of 1 vehicle mile produces a 1 unit increase in the chance of a fatality (or casualty as the case may be). This is actually a maintained hypothesis. If this hypothesis is incorrect, it can bias the other coefficients in the equation. Thus, the change from fatalities/VMT to fatalities/registration-year, to fatalities per crash not only changes the meaning of the analysis, it also may bias coefficients in the event that the true relationship between fatalities and VMT is not an elasticity of 1.

p. 3 Line 1. Please acknowledge that your “accounting for differences in driver characteristics, crash locations, and other vehicle attributes” is incomplete and that this could affect your inferences about size and mass.

p. 3 Para. 2. NHTSA’s use of “non-culpable” vehicles involved in two vehicle crashes as an exposure measure raises its own issues. How non-culpable was the non-culpable vehicle. Often this is a matter of degree, rather than black or white. Driver behavior may also be involved. It seems to
me this is just another potential measure of exposure that may or may not be better than any other measure and may introduce new sources of bias in the analysis.

p. 3 Para. 4. Induced exposure needs to be defined. What is it intended to mean? This needs to be explicit.

Also, I am startled that there are no equations in these reports. Equations can provide an unequivocal explanation of the assumed relationships that cannot be adequately accomplished by words, in many cases. Why no equations?

p. 7 Para. 3. CUVs and minivans are involved in fewer crashes with stationary objects than cars. Why? Is it the drivers, the vehicles, or the passengers? How well can you control for such differences? Not well. What does this mean for your analysis?

p. 9 Para 1. Here an equation showing how the weighting was done would be very helpful.

p. 9 Bullet 1. Excluding these vehicle types implies that the control variables in the model are not adequate to account for whatever makes these vehicle types different from the vehicles included in the analysis. First, this is an admission that the model is not adequate to explain the fatalities associated with these vehicles. Second, it is an admission that if they were included the coefficients on the variables of interest would likely be biased by spurious correlations. Clearly, it would not even be sufficient to include the vehicles along with a control variable (e.g., \( X = 1 \) if vehicle is a police car, 0 otherwise). This is yet another indication that the model suffers generally from omitted variables, errors in variables and correlation among right-hand side variables.

p. 10 Line 3. Sentence does not make sense. Please correct.

p. 12 Sect. 2.3. Please provide an equation.

p. 13 Were the confidence intervals calculated using \( e^{x} - 1 \)? Please state explicitly or, better, show an equation.

Para. 2. Here another instance where you say “mass reduction increases societal fatality risk” but you really are not entitled to say that. It is misleading. Also, the NHTSA CI’s are larger, as they should be in a joint test.

Para. 3. These results require an underlying theory for interpretation. The lack of one makes it seem like there is just no consistency in the results.

Para. 4. The fact that the results for fatalities per crash differ substantially from fatality per VMT may be very important. Taken at face value, it would imply that any negative effect of reduced mass is due to its effect on crash avoidance (crash probability) rather than crashworthiness. This is where the lack of a theory is most troubling. Why would that be? Are lighter vehicles less easily controlled, etc.? Or, as seems much more likely, is there a spurious correlation between mass and other omitted or imperfectly measured factors (including driver behavior) that lead to an increased probability of a crash? Consider, for example, driver age. Driver age is related to crash involvement. Driver age is a control variable. But are all young drivers the
same? Is it possible that young drivers more prone to risky behavior tend to drive lighter vehicles? If so, this could partly explain the result observed. Of course, this is just speculative, but the point is that correlations with imperfectly measured and omitted factors are highly likely to be present in the data and, if there, could easily affect the statistical inferences.

p. 14 Here we see that changing the exposure measure influence the effect of mass and size on fatalities and casualties, which is more evidence that spurious correlations are likely to be biasing estimated coefficients for mass and size.

The bar graphs with confidence intervals are well done and convey a great deal of information effectively. The patterns of magnitude and statistical significance are difficult to interpret, partly because there is no explicit theory of what should happen and partly, perhaps, because the relationships are actually not real.

p. 16 Para. 1. Reduction in the mass of lighter cars increases crash frequency but reduces fatalities per crash. This is contradictory to the previously maintained theory that mass protects due to the physics of velocity changes in elastic collisions. Indeed, there is no theoretical explanation for these results, only speculation.

p. 18 Para. 1. Here is a good example of such casual speculation.

p. 19 Para. 1. Developing VMT weights for the 13 states is a good idea, given the effect of exposure measures on inferences. Still the results would not be definitive.

p. 20 Para. 2. Mass reduction leads to a large reduction in risk only in crashes with objects for heavier cars? There is only one type of crash in which the simple physics of collisions leads to an unambiguous benefit for increased mass, and that is collisions with moveable or breakable objects. This finding contradicts even that.

Para. 3. More speculation, this time about rollovers.

p. 21 Para. 3. “Curiously,...” Curiouser and curiouser.

Figure 2.15 printed without labels. Could be my computer but the other graphs were fine.

p. 24 Para. 2. This is probably a very important finding that needs further investigation and explanation. As figure 2.16 illustrates well, the correlations with mass and size are orders of magnitude smaller than the correlations with driver and environmental factors. This is why even small correlations with omitted or imperfectly measured control factors could be, are even likely to be, predominantly responsible for the estimated coefficients of mass and size.

p. 25 Para. 2. The results for minivans discussed here could be due to what is going on inside the vehicle as much or more than the vehicle itself. How could these results be explained in terms of the vehicle itself. Figure 2.17 shows this again. The effects of calendar year dummies, which can only be considered rough approximations to unknown and various time-related factors, have much large effects than size or mass. Again in figure 2.20.
Para. 1. “Surprisingly…” How can side airbags, which deploy only in a crash, reduce crash frequency but not fatality risk in a crash? Only if the real effect is a reflection of who buys a CUV/minivan with side airbags and how and where they drive. There are more surprising inferences in paragraph 2 about male and female drivers. Surprising relative to what theory?

The problem here is not numerical multicollinearity (numerical difficulties inverting the cross-product matrix) but the more complex problem of correlations among right-hand side variables, omitted variables, errors in variables, and correlations of included variables with omitted and imperfectly measured variables. This leads to biased estimates.

Table 3.1 cries out for inference based on joint probabilities. What is the probability of observing “success” in at least 3 out of 27 trials when the true probability of success is only 0.05. See discussion above. The probability is certainly much higher than 0.05 and probably closer to 0.5. The implication is that, taken together, these results do not show any statistically significant relationship between mass or size and risk per crash. If there were a rigorous underlying theory, the interpretation might be different (patterns of significance could matter) but there is none. Again, good graphs on succeeding pages.

The statistical significance of such a relationship should be the same whether bins are used or not. Is it?

Para. 3. R-squared is not the correct measure of statistical significance. Is the coefficient of weight significantly different from zero?

Para. 2. This is perhaps the key finding of the phase I and II analyses. Control variables explain 1-2 orders of magnitude more variance than size or mass. Still, most of the variance remains unexplained and is uncorrelated with mass or size. It is very likely there is nothing going on here.

Para. 2. More evidence of correlation of mass and size with control variables and how changing definitions or excluding control variables results in important changes in the coefficient of mass and size. Such results are considered unstable.

Para. 1. The rationale for the grouping of manufacturers is not obvious. Can you explain it?

Para. 2. Yet more evidence for the instability of the model and likelihood that variables still missing from the model, plus errors in measuring the included control variables are likely biasing the inferences. The results described in this paragraph do not make sense to me. How can they be explained other than random results?

Para. 1. More casual interpretation of results. OK, maybe, maybe not. Same for paragraph 2. The economy faltered in 2008 but the big negative effect was in 2007. The downward trend started in 2004. This correlates neither with vehicle mass changes over time nor economic growth as measured by real GDP. Idle speculation.

Para. 1. Good discussion of the gratuitous speculation by NHTSA about the meaning of the observed correlations. This is more a Rorschach test than statistical analysis.
p. 51  Para. 2. “We have no explanation for why...” More of this kind of honest appraisal is needed in studies like these.

p. 52  More results for which there is no explanation.

p. 53  Why the interaction between calendar year dummy variables and safety equipment? The presence of the safety equipment on a particular vehicle is established. What has calendar year (not model year) to do with it? Again, one suspects spurious correlations.

p. 55  One needs to think carefully about the reasons why vehicles would be excluded. It does not appear that NHTSA did that. First line of first paragraph “used” rather than “sused”.

p. 57  Well reasoned. It is interesting that NHTSA resisted including footprint or size in previous analyses on the grounds of correlation with mass. These results show that assertion was groundless.

p. 59  Para. 3. Rather than say risk per VMT accounts for two effects, it is better to say it includes or comprises two effects. But this statement also ignores the important influences of drivers and environment and their potential correlations with other factors. Yes, it includes how well a vehicle can be driven, but more importantly it includes how well a vehicle IS driven. That is in there too and is very likely to be correlated with make, model, and other vehicle attributes.

p. 60  Para. 3. Here again, the conclusions are misstated. It is not a genuine “reduction” in mass, but an association with the mass of vehicles. And how does it “lead” to and increase in crash frequency? What is the theory or model that predicts this? Driver and environment are very likely mixed up in these results to an unknown but likely substantial degree. So what can we really conclude? Not this.

As I read the conclusions and inferences I find myself asking, why?, why?, repeatedly without any sound explanations. Page 61, paragraph 3 contains more “surprising” results. Surprising because they are contrary to theory? Surprising because they are contrary to intuition? Surprising because they are random? To what can we attribute so many “surprising” results, and how many must there be before one concludes that the analysis is not revealing what we had hoped it would.

Para. 4. Again, this cries out for joint statistical inference. Three statistically significant results out of 27 is probably nothing statistically significant at all.

p. 62  Para. 1. What this shows, again, is that the coefficients of mass and size are strongly influenced by which control variables are included in the model and how they are defined. These results and their implications need explanation. The bottom line is that the effects of mass and size are likely to be (after the necessary joint significance calculations are done) not statistically significant, not consistent, and not robust.

p. 63  How do mass and footprint reduction (again, it’s not really reduction in the sense of designing lighter vehicles to increase fuel economy or reduce GHG emissions, the issue at hand) increase crash frequency. What is the theory? I don’t find a theory in either the NHTSA report or the phase I and phase II studies. Absent a theory, these results seem sufficiently unstable and
inconsistent to be highly questionable as evidence of any relationship between mass or size and crashworthiness or crash avoidance. I think joint estimation of significance levels would provide additional support for this view.
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Examples of bias would be situations in which a candidate:

1. Has previously expressed a position on the subject(s) under consideration by the panel; or

2. Is affiliated with an industry, governmental, public interest, or other group which has expressed a position concerning the subject(s) under consideration by the panel.

Conflict of Interest: For a peer review, as defined by the National Academy of Sciences,² includes any of the following:

1. Affiliation with an organization with financial ties directly related to the outcome;

2. Direct personal/financial investments in the sponsoring organization or related to the subject; or

3. Direct involvement in the documents submitted to the peer review panel... that could impair the individual's objectivity or create an unfair competitive advantage for the individual or organization.


‡ OMB (2004). Final Information Quality Bulletin for Peer Review.

² NAS (2003). "Policy and Procedures on Committee Composition and Balance and Conflict or Interest for Committees Used in the Development of Reports" (www.nationalacademies.org/col).
Policy and Process

- Candidates with COI, as defined above, will not be eligible for membership on those panels where their conflicts apply.

- In general, candidates with bias, as defined above, on a particular issue will be eligible for all panel memberships; however, extreme biases, such as those likely to impair a candidate's ability to contribute to meaningful scientific discourse, will disqualify a candidate.

- Ideally, the composition of each panel will reflect a range of bias for a particular subject, striving for balance.

- Candidates who meet scientific qualifications and other eligibility criteria will be asked to provide written disclosure through a confidential questionnaire of all potential COI and bias issues during the candidate identification and selection process.

- Candidates should be prepared, as necessary, to discuss potential COI and bias issues.

- All bias issues related to selected panelists will be disclosed in writing in the final peer review record.
Conflict of Interest and Bias Questionnaire

Peer Review of LBNL Reports on Vehicle Mass/Footprint Reduction & Safety

Instructions to Candidate Reviewers

1. Please check YES/NO/DON'T KNOW in response to each question.

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the circumstances.

3. Please make a reasonable effort to answer accurately each question. For example, to the extent a question applies to individuals (or entities) other than you (e.g., spouse, dependents, or their employers), you should make a reasonable inquiry, such as emailing the questions to such individuals/entities in an effort to obtain information necessary to accurately answer the questions.

Questions

1. Are you (or your spouse/partner or dependents) or your current employer, an author, contributor, or an earlier reviewer of the document(s) being reviewed by this panel?

   YES___   NO_X_   DON'T KNOW___

2. Do you (or you spouse/partner or dependents) or your current employer have current plans to conduct or seek work related to the subject of this peer review following the completion of this peer review panel?

   YES_X_   NO___   DON'T KNOW___

3. Do you (or your spouse/partner or dependents) or your current employer have any known financial stake in the outcome of the review (e.g., investment interest in a business related to the subject of peer review)?

   YES___   NO_X_   DON'T KNOW___

4. Have you (or your spouse/partner or dependents) or your current employer commented, reviewed, testified, published, made public statements, or taken positions regarding the subject of this peer review?

   YES___   NO___   DON'T KNOW_X_
5. Do you hold personal values or beliefs that would preclude you from conducting an objective, scientific evaluation of the subject of the review?

YES___ NO_X___ DON'T KNOW___

6. Do you know of any reason that you might be unable to provide impartial advice or comments on the subject review of the panel?

YES___ NO_X___ DON'T KNOW___

7. Are you aware of any other factors that may create potential conflict of interest or bias issues for you as a member of the panel?

YES___ NO_X___ DON'T KNOW___

Acknowledgment

I declare that the disclosed information is true and accurate to the best of my knowledge, and that no real, potential, or apparent conflict of interest or bias is known to me except as disclosed. I further declare that I have made reasonable effort and inquiry to obtain the information needed to answer the questions truthfully, and accurately. I agree to inform SRA promptly of any change in circumstances that would require me to revise the answers that I have provided.

Tong Donna Chen
Name

Signature 11/27/2011

Date
Conflict of Interest and Bias Questionnaire

Peer Review of LBNL Reports on Vehicle Mass/Footprint Reduction & Safety

Instructions to Candidate Reviewers

1. Please check YES/NO/DON'T KNOW in response to each question.

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the circumstances.

3. Please make a reasonable effort to answer accurately each question. For example, to the extent a question applies to individuals (or entities) other than you (e.g., spouse, dependents, or their employers), you should make a reasonable inquiry, such as emailing the questions to such individuals/entities in an effort to obtain information necessary to accurately answer the questions.

Questions

1. Are you (or your spouse/partner or dependents) or your current employer, an author, contributor, or an earlier reviewer of the document(s) being reviewed by this panel?

   YES_X__ NO___ DON'T KNOW___

   [I am a peer reviewer for the NHTSA study “Relationships Between Fatality Risk, Mass, and Footprint in Model Year 200-2007 Passenger Cars and LTVs.”]

2. Do you (or you spouse/partner or dependents) or your current employer have current plans to conduct or seek work related to the subject of this peer review following the completion of this peer review panel?

   YES_X__ NO___ DON'T KNOW___

   [The Insurance Institute for Highway Safety has in the past and will continue to study the relationship between vehicle size/weight and crash injury risk.]

3. Do you (or your spouse/partner or dependents) or your current employer have any known financial stake in the outcome of the review (e.g., investment interest in a business related to the subject of peer review)?

   YES___ NO_X__ DON'T KNOW___

4. Have you (or your spouse/partner or dependents) or your current employer commented, reviewed, testified, published, made public statements, or taken positions regarding the subject of this peer review?
[The Insurance Institute for Highway Safety has in the past and will continue to study the relationship between vehicle size/weight and crash injury risk.]

5. Do you hold personal values or beliefs that would preclude you from conducting an objective, scientific evaluation of the subject of the review?

YES___ NO_X___ DON’T KNOW___

6. Do you know of any reason that you might be unable to provide impartial advice or comments on the subject review of the panel?

YES___ NO_X___ DON’T KNOW___

7. Are you aware of any other factors that may create potential conflict of interest or bias issues for you as a member of the panel?

YES___ NO_X___ DON’T KNOW___

Acknowledgment

I declare that the disclosed information is true and accurate to the best of my knowledge, and that no real, potential, or apparent conflict of interest or bias is known to me except as disclosed. I further declare that I have made reasonable effort and inquiry to obtain the information needed to answer the questions truthfully, and accurately. I agree to inform SRA promptly of any change in circumstances that would require me to revise the answers that I have provided.

Charles M. Farmer, Ph.D.
Director of Statistical Services
Insurance Institute for Highway Safety
Arlington, VA ___________________________
Name

Signature  October 24, 2011  Date
Conflict of Interest and Bias Questionnaire

Peer Review of LBNL Reports on Vehicle Mass/Footprint Reduction & Safety

Instructions to Candidate Reviewers

1. Please check YES/NO/DON’T KNOW in response to each question.

2. If your answer is YES or DON’T KNOW, please provide a brief explanation of the circumstances.

3. Please make a reasonable effort to answer accurately each question. For example, to the extent a question applies to individuals (or entities) other than you (e.g., spouse, dependents, or their employers), you should make a reasonable inquiry, such as emailing the questions to such individuals/entities in an effort to obtain information necessary to accurately answer the questions.

Questions

1. Are you (or your spouse/partner or dependents) or your current employer, an author, contributor, or an earlier reviewer of the document(s) being reviewed by this panel?

   YES___ NO_X_ DON’T KNOW___

2. Do you (or you spouse/partner or dependents) or your current employer have current plans to conduct or seek work related to the subject of this peer review following the completion of this peer review panel?

   YES___ NO_X_ DON’T KNOW___

3. Do you (or your spouse/partner or dependents) or your current employer have any known financial stake in the outcome of the review (e.g., investment interest in a business related to the subject of peer review)?

   YES___ NO_X_ DON’T KNOW___

4. Have you (or your spouse/partner or dependents) or your current employer commented, reviewed, testified, published, made public statements, or taken positions regarding the subject of this peer review?

   YES_X_ NO___ DON’T KNOW___
5. Do you hold personal values or beliefs that would preclude you from conducting an objective, scientific evaluation of the subject of the review?

YES___ NO_ X_ DON’T KNOW___

6. Do you know of any reason that you might be unable to provide impartial advice or comments on the subject review of the panel?

YES___ NO_ X_ DON’T KNOW___

7. Are you aware of any other factors that may create potential conflict of interest or bias issues for you as a member of the panel?

YES___ NO_ X_ DON’T KNOW___

Acknowledgment

I declare that the disclosed information is true and accurate to the best of my knowledge, and that no real, potential, or apparent conflict of interest or bias is known to me except as disclosed. I further declare that I have made reasonable effort and inquiry to obtain the information needed to answer the questions truthfully, and accurately. I agree to inform SRA promptly of any change in circumstances that would require me to revise the answers that I have provided.

David L. Greene_____
Name

Signature 10/31/2011
Date
Conflict of Interest and Bias Questionnaire

Peer Review of LBNL Reports on Vehicle Mass/Footprint Reduction & Safety

Instructions to Candidate Reviewers

1. Please check YES/NO/DON'T KNOW in response to each question.

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the circumstances.

3. Please make a reasonable effort to answer accurately each question. For example, to the extent a question applies to individuals (or entities) other than you (e.g., spouse, dependents, or their employers), you should make a reasonable inquiry, such as emailing the questions to such individuals/entities in an effort to obtain information necessary to accurately answer the questions.

Questions

1. Are you (or your spouse/partner or dependents) or your current employer, an author, contributor, or an earlier reviewer of the document(s) being reviewed by this panel?
   YES___ NO_X___ DON'T KNOW___

2. Do you (or your spouse/partner or dependents) or your current employer have current plans to conduct or seek work related to the subject of this peer review following the completion of this peer review panel?
   YES___ NO_X___ DON'T KNOW___

3. Do you (or your spouse/partner or dependents) or your current employer have any known financial stake in the outcome of the review (e.g., investment interest in a business related to the subject of peer review)?
   YES___ NO_X___ DON'T KNOW___

4. Have you (or your spouse/partner or dependents) or your current employer commented, reviewed, testified, published, made public statements, or taken positions regarding the subject of this peer review?
   YES___ NO___ DON'T KNOW_X_

[I have a paper (to be presented at TRB) about crash safety, controlling for vehicle size, fuel economy, etc.]
5. Do you hold personal values or beliefs that would preclude you from conducting an objective, scientific evaluation of the subject of the review?

YES___ NO_ X_ DON'T KNOW___

6. Do you know of any reason that you might be unable to provide impartial advice or comments on the subject review of the panel?

YES___ NO_ X_ DON'T KNOW___

7. Are you aware of any other factors that may create potential conflict of interest or bias issues for you as a member of the panel?

YES___ NO_ X_ DON'T KNOW___

Acknowledgment

I declare that the disclosed information is true and accurate to the best of my knowledge, and that no real, potential, or apparent conflict of interest or bias is known to me except as disclosed. I further declare that I have made reasonable effort and inquiry to obtain the information needed to answer the questions truthfully, and accurately. I agree to inform SRA promptly of any change in circumstances that would require me to revise the answers that I have provided.

Kara Kockelman
Name

Signature  10/21/11__

Date
Conflict of Interest and Bias Questionnaire

Peer Review of LBNL Reports on Vehicle Mass/Footprint Reduction & Safety

Instructions to Candidate Reviewers

1. Please check YES/NO/DON'T KNOW in response to each question.

2. If your answer is YES or DON'T KNOW, please provide a brief explanation of the circumstances.

3. Please make a reasonable effort to answer accurately each question. For example, to the extent a question applies to individuals (or entities) other than you (e.g., spouse, dependents, or their employers), you should make a reasonable inquiry, such as emailing the questions to such individuals/entities in an effort to obtain information necessary to accurately answer the questions.

Questions

1. Are you (or your spouse/partner or dependents) or your current employer, an author, contributor, or an earlier reviewer of the document(s) being reviewed by this panel?

   YES___ NO_X_ DON'T KNOW___

2. Do you (or you spouse/partner or dependents) or your current employer have current plans to conduct or seek work related to the subject of this peer review following the completion of this peer review panel?

   YES___ NO_X_ DON'T KNOW___

3. Do you (or your spouse/partner or dependents) or your current employer have any known financial stake in the outcome of the review (e.g., investment interest in a business related to the subject of peer review)?

   YES___ NO_X_ DON'T KNOW___

4. Have you (or your spouse/partner or dependents) or your current employer commented, reviewed, testified, published, made public statements, or taken positions regarding the subject of this peer review?

   YES___ NO_X_ DON'T KNOW___
5. Do you hold personal values or beliefs that would preclude you from conducting an objective, scientific evaluation of the subject of the review?

YES ___ NO X ___ DON'T KNOW ___

6. Do you know of any reason that you might be unable to provide impartial advice or comments on the subject review of the panel?

YES ___ NO X ___ DON'T KNOW ___

7. Are you aware of any other factors that may create potential conflict of interest or bias issues for you as a member of the panel?

YES ___ NO X ___ DON'T KNOW ___

Acknowledgment

I declare that the disclosed information is true and accurate to the best of my knowledge, and that no real, potential, or apparent conflict of interest or bias is known to me except as disclosed. I further declare that I have made reasonable effort and inquiry to obtain the information needed to answer the questions truthfully, and accurately. I agree to inform SRA promptly of any change in circumstances that would require me to revise the answers that I have provided.

R. Michael Van Auken
Name

Signature 2011-10-24 Date
Appendix C: Peer Review Charge

Charge to Peer Reviewers of LBNL Statistical Analysis of the Effect of Vehicle Mass & Footprint Reduction on Safety

In developing programs to reduce greenhouse gas (GHG) emissions and increase fuel economy of light-duty highway vehicles, the U.S. Environmental Protection Agency (EPA) and the National Highway Transportation Safety Administration (NHTSA) have to evaluate the safety of mass reduction technologies likely to be used to meet future standards. The U.S. Department of Energy (DOE) has contracted with Lawrence Berkeley National Laboratory (LBNL) to perform a statistical analysis of the effect of vehicle mass and footprint reduction on safety. LBNL’s analysis of the relationship between vehicle mass, footprint, and societal fatality and casualty risk is comprised of two phases. Phase 1 is an assessment of the NHTSA report *Relationships between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs*. This study uses logistic regression analysis to estimate the relationship of changes in vehicle mass and footprint on US fatality risk per vehicle mile traveled. Phase 2 is an independent logistic regression analysis to estimate the relationship between vehicle mass, footprint and total casualty (fatality plus serious injury) risk, per police-reported crash, using state-level data on all crashes.

The focus of this peer review is to evaluate the assumptions made, data and methods of statistical analysis used, and conclusions from the analysis, for both the LBNL assessment of the NHTSA study and the independent LBNL study using state-level data. A comprehensive peer review by third party experts is an important step for validation of the results of the studies, and how the results of the studies are used in modeling the effect of new fuel economy and greenhouse gas emission standards on vehicle safety. In order to review the LBNL analysis, you should understand and be familiar with the data, assumptions, conclusions, and statistical approach used in the NHTSA 2011 report “Relationship between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs.” Also, you may want to review the 2003 NHTSA report [http://www.nhtsa.gov/cars/rules/regrev/evaluate/pdf/809662.pdf](http://www.nhtsa.gov/cars/rules/regrev/evaluate/pdf/809662.pdf) and the 2010 NHTSA report [http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/CAFE_2012-2016_FRIA_04012010.pdf](http://www.nhtsa.gov/staticfiles/rulemaking/pdf/cafe/CAFE_2012-2016_FRIA_04012010.pdf) (beginning page 464), depending upon your familiarity with them.

You are asked to review and provide expert comments on the LBNL Phase 1 and LBNL Phase 2 draft reports described above. You are being provided LBNL’s Phase 1 draft report and the NHTSA 2011 report, which it addresses. Work is being completed on the Phase 2 study, and a draft report is expected to be available for review by November 22.

EPA is seeking peer reviewers’ expert opinions on the statistic methodologies used in the two LBNL studies and whether they are likely to yield realistic estimates of the relationship between vehicle mass, footprint, and total fatality or casualty risk. EPA requests that each reviewer comment on all aspects of the two LBNL studies, with particular emphasis on the methodologies employed, assumptions inherent to the analysis, sources of information employed, methods of calculation and any other key issues the reviewer may identify. Reviewers are encouraged to examine and evaluate the NHTSA study in helping
them to understand the LBNL assessment analysis. Findings of this peer review may be used toward validation and improvement of the statistical analysis conducted by LBNL, and to inform EPA staff on potential use of the regression results for predicting the safety effect of future standards in reducing mass and footprint. No independent data analysis will be required for this review.

Reviewers are asked to orient their comments toward these five general areas: (1) assumptions; (2) control and dependent variables used in the regression models; (3) methodology and statistics; (4) data sets; and (5) recommendations. Possible topics are provided in each area as illustrative examples. Reviewers are expected to identify additional topics or depart from these examples as necessary to best apply their particular set of expertise toward review of the LBNL reports.

Please note that the author intends to make the database and statistical programs available to the public to ensure that the assumptions made and the methods of calculation are transparent and replicable. Thus it will be helpful for reviewers to recommend improvements to the analysis that would utilize publicly available information rather than those that would make use of proprietary information.

Comments should be sufficiently clear and detailed to allow readers to thoroughly understand their relevance to the LBNL studies. Please deliver your final written comments to SRA International no later than Thursday, December 22.

All materials provided to reviewers as well as reviewer comments should be treated as confidential, and should neither be released nor discussed with others outside of the review panel. Once EPA, LBNL, and NHTSA have made their reports and supporting documentation public, EPA will notify reviewers that they may release or discuss the peer review materials and their review comments with others.

Should reviewers have questions about what is required in order to complete this review or need additional background material, please contact Brian Menard at SRA (Brian_Menard@sra.com) or (434-817-4133). If a reviewer has any questions about the EPA peer review process itself, please contact Ms. Ruth Schenk in EPA’s Quality Office, National Vehicle and Fuel Emissions Laboratory (schenk.ruth@epa.gov) or (734-214-4017).
## Appendix D: Reviews

### Donna Chen & Kara Kockelman
**Review of LBNL Phase 1 Report**

<table>
<thead>
<tr>
<th>1. ASSUMPTIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution.</td>
<td>The report does a nice job discussing recent trends in vehicles, such as the increase of ESC, side airbags, and light truck crash compatibility with passenger cars – which will improve safety outcomes for all vehicles, but perhaps most significantly the smaller and lighter vehicles. It also mentions the phasing out of the lightest and smallest vehicles between model years 2000-2007 (but doesn’t mention the makes and models somehow), which were particularly poor safety performers in the past. However, with the introduction of urban commuter vehicles, such as the SmartCar, Mini Cooper, and Fiat 500m, and the growing popularity of smaller, fuel-efficient compact vehicles following gas price increases, this trend does not seem so obvious. Such vehicles should be discussed.</td>
</tr>
<tr>
<td>Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.</td>
<td>The simplistic logistic model employed in this analysis only accounts for two crash outcomes (fatal versus non-fatal) and so neglects the more detailed, and ordered nature of injury severity data, which is unfortunate. The model also assumes error-term homoscedasticity from one crash or individual to the next; in reality certain vehicle types (e.g., pickups) and crash contexts (e.g., high speed crashes) have more uncertainty associated with their severity outcomes. It would be good to point out such limitations for readers.</td>
</tr>
<tr>
<td>The role of driver behavior is briefly addressed in the report but not emphasized sufficiently. Fatality risk is a combination of driver, vehicle, and roadway characteristics. Driver behavioral differences are many and do not solely exist for pickup truck drivers versus car drivers. Socioeconomic data such driver household income, size, and education influence driver attitudes and driving environments. For example, Chen et al. (2010) found that crash risk increases for those living in socioeconomically disadvantaged areas (including households more likely to drive less expensive and older vehicles). Though such data is not typically available in state and national crash</td>
<td></td>
</tr>
</tbody>
</table>
databases, the importance of these driver and environmental characteristics on crash rates (per mile driven) and fatality risk should be stressed in both reports. It is clearly very difficult to control for, but a major caveat to the NHTSA (& now LBNL) results. We expect that crash severity could be probably be lower for many of the small cars and pickups if they were driven by those who tend to drive more expensive vehicles, under the same settings (e.g., daytime, urban freeway). Similarly, in the second LBNL report (which uses VMT estimates), we expect that crash rates would probably be lower for these types of driver-vehicle-setting combinations.

<table>
<thead>
<tr>
<th>ADDITIONAL COMMENTS:</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
</tr>
<tr>
<td>The grouping of the vehicles into heavier- and lighter-than-average weight categories essentially splits a “typical” weight vehicle of that type into two categories. The impacts of curb weight and footprint on fatality risk may be easier to interpret if the vehicles were grouped into 3 weight categories (light, average, and heavy) &amp; by type (with the average category representing vehicles within one standard deviation of average weight). Furthermore, the grouping of CUVs and minivans into the same vehicle type category neglects the fact that these vehicles have faced rather different ground clearance requirements (impacting rollover potential), door types (sliding vs. standard), and, perhaps most importantly, can appeal to different types of drivers (as indicated in the market shift of car drivers to CUV drivers).</td>
</tr>
<tr>
<td>Question</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model, might be included in the regression models?</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction.</td>
</tr>
<tr>
<td>ADDITIONAL COMMENTS:</td>
</tr>
<tr>
<td>3. METHODOLOGY AND STATISTICS</td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.</td>
</tr>
<tr>
<td>Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by vehicle model.</td>
</tr>
</tbody>
</table>
Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.

First, the t-statistics are not provided in the report which makes it difficult for the reader to assess statistical significance of specific regression estimates (except where noted by the author). Second, inclusion of a statistically insignificant variable can influence the estimates of coefficients associated with related variables. Nevertheless, in general, it is best to keep insignificant estimates if one has a strong defense for their role, since removing such variables (& thus their parameters) will shift the burden of response to a correlated covariate’s parameter, thus biasing the latter. We generally keep key covariates in a model up to a p-value of 0.20 or 0.25 or so, especially in relatively small data sets (e.g., \( n < 1,000 \)). Covariates for which we have no strong basis can be removed for p-values > 0.10.

How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?

Including more vehicle-specific characteristics (such as vehicle height and engine size) reduces the analysis’ dependence on vehicle type, since vehicle shapes and structures will continue to evolve. There is also correlation with context (e.g., pickups are driven in more rural locations, with greater hazards [like less lighting, higher speed, & few medians]). Disaggregate data are almost always best, to avoid ecological fallacies & such.

ADDITIONAL COMMENTS:

On page 55, it is unclear what is meant by “however; if anything, reduction of this type of fatality will increase detrimental effect of mass reduction in cars.”
### 4. DATA SETS

<table>
<thead>
<tr>
<th>Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states.</th>
<th>The acquisition of Polk data for VMT estimates by make &amp; model is valuable, and a contribution to the literature. However, these estimates come from vehicles found in repair shops in non-attainment areas, and so will be biased towards problem-prone vehicles, wealthier households who service their vehicles more regularly, and/or urban (smoggier) areas. Such issues merit careful discussion in the paper, so that readers are well aware of caveats. Related to this, Tom Wenzel indicated (by phone) that he did take a look at CA’s extensive odometer reads, which go into some semi-rural locations (not too rural), and he indicated that the VMT values by vehicle type (not controlling for HH attributes &amp; such) are very similar (just 5% longer in rural areas) – except for vans (which are used much more extensively in rural areas). This is interesting to me, and is not that different from what we’ve seen in the past. For example, Kockelman &amp; Zhao’s JTS paper from 2000 (pre-print at <a href="http://www.ce.utexas.edu/prof/kockelman/public_html/BTSJournalLDTs.pdf">http://www.ce.utexas.edu/prof/kockelman/public_html/BTSJournalLDTs.pdf</a>) suggests that, after controlling for various HH attributes &amp; vehicle types, density is/was still very important (tables 1 &amp; 2), but a shift from a density of 1k to 5k persons per sq mile (which is 1.5 vs. 7.8 persons per acre) means an increase of 750 mi/yr/vehicle (which is about 7.5% of annual VMT). Such differences, and their practical significance (or lack thereof) should be discussed in the reports.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle travelled scaled up from crash data from 13 states, and number of police-reported crashes?</td>
<td>The use of non-culpable vehicles in two-vehicle crashes as a proxy for vehicles which are “just there” may be distorting the overall distribution of vehicle models. VMT may differ between vehicles that are more prone to run-off-road accidents, at-fault two-car crash vehicles, and non-culpable vehicles.</td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**
### 5. RECOMMENDATIONS

Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?

<table>
<thead>
<tr>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>While driver fatalities per crash seems a useful measure of vehicle design safety, and examination of fatal crash rates is very valuable (using Polk-based exposure estimates), there are many caveats to work of this type. As noted above: a primary concern remains a neglect of the notion that the type of car is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel. Simply including gender and age variables cannot account for important covariates such as education, risk aversion, driving ability, wealth, etc. In reality, small cars may be less crash prone than Kahane’s and Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Of course, as noted above, it is very difficult to control for all these variables, and the contractor was asked to rely on the original data. In reality, the best the report authors can do with such data sets is to explain how all the other, relevant attributes may factor in (e.g., quality of driver and typical driving settings), and how they can generate biased estimation (sometimes in either direction). Discussion of relevant literature that looks more deeply at crash outcomes (e.g., Wang or Chen’s papers, mentioned above, allowing for heteroscedasticity and individual vehicle attributes, non-driver outcomes, etc.) will also be useful.</td>
</tr>
</tbody>
</table>

Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis.

<table>
<thead>
<tr>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall, the study is a comprehensive assessment of the 2011 NHTSA report and introduces interesting additional analyses to examine the relationship of vehicle mass and footprint reduction on safety. However, as stated previously in the comments here, driver preference for specific car types (including size and mass) is related to driver socioeconomic characteristics and driving behavior. As vehicle, driver, and roadway environment characteristics all contribute to fatality risk, the effects of physical vehicle changes such as mass or footprint reduction on safety should not be overstated when the other two types of characteristics are not sufficiently accounted for.</td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**

Donna Chen & Kara Kockelman
<table>
<thead>
<tr>
<th>1. ASSUMPTIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution.</td>
<td>The Phase 2 report serves as a complimentary document to the Phase 1 report by isolating the effect of vehicle mass and footprint on crashworthiness. Whereas the Phase 1 report analyzes fatality risk per estimated VMT, the Phase 2 report analyzes casualty risk per crash. The parallel structure of the two reports makes it easy for the reader to compare the results of the two analyses. The binary logistic model employed in this analysis can only account for two injury outcome categories; here it is used to distinguish crashes resulting in serious injury or death from all other crash outcomes. Thus, the model does not account for the ordinal nature of injury severity and neglects the difference between a serious injury and a death. The report states that “a serious incapacitating injury can be just as traumatic to the victim and her family, and costly from an economic perspective, as a fatality.” While serious injuries are very costly to society (and may have similar economic cost implications as deadly crashes), willingness to-pay estimates (which include pain and suffering) price the cost of a fatality at almost 20 times the cost of an incapacitating injury (NSC 2010). Thus, it is difficult to assess the economic cost of the estimates of increases in casualty risk per crash without distinguishing whether that outcome is a serious injury or a death. This limitation of the model should be addressed in the report. The logistic model also assumes error-term homoscedasticity and cannot account for increases and decreases in the variation of injury outcomes due to vehicle and driver type, for example. Such limitations of the model should be discussed.</td>
</tr>
<tr>
<td>Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.</td>
<td>The role of driver behavior is briefly addressed in the report but not emphasized sufficiently. Casualty risk is a combination of driver, vehicle, and roadway characteristics. Whereas vehicle characteristics significantly influence crashworthiness, driver behavioral differences play a significant, if not primary, role in determining crash frequency. Socioeconomic data such...</td>
</tr>
</tbody>
</table>
driver household income, size, and education influence driver attitudes and driving environments. For example, Chen et al. (2010) found that crash risk increases for those living in socioeconomically disadvantaged areas (including households more likely to drive less expensive and older vehicles). Though such data is not typically available in state and national crash databases, the importance of these driver and environmental characteristics on crash rates (per mile driven) and casualty risk should be stressed in both reports. It is clearly very difficult to control for, but is a major caveat to the NHTSA (& now LBNL) results. We expect that crash severity could be probably be lower for many of the small cars and pickups if they were driven by those who tend to drive more expensive vehicles, under the same settings (e.g., daytime, urban freeway). Thus, statements like “a 100-lb reduction in the mass of lighter cars leads to a 1.84% increase in crash frequency” should be accompanied by an explanation of the possibility of the mass variable accounting/proxying for effects of lower income households owning smaller vehicles.

ADDITIONAL COMMENTS:


<table>
<thead>
<tr>
<th>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td>As alluded to above, a primary concern is that the NHTSA analysis (&amp; thus the LBNL analyses) largely neglect the idea that vehicle type (make &amp; model) is very much a proxy for driver type, and a vehicle’s crash frequency may have very little to do with physical vehicle characteristics. It has a lot to do with the person behind the wheel, and gender and age simply aren’t enough to control for such distinctions. Education, risk aversion, ability, wealth, etc., are important covariates. But existing data sets are quite limiting (though the MVOSS &amp; FAR with 3-year driver violation history do offer some valuable insights, not discussed in these reports). In reality, small cars may be less crash prone than Kahane’s &amp; Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Such key caveats need thoughtful discussion. Four relevant papers on the topics of crash frequency and vehicle size-and-weight implications (by Knipling, Kweon &amp; Kockelman, Wang and Kockelman, and Chen &amp; Kockelman) have been sent to Tom Wenzel. These all include useful literature reviews for further connections to useful findings for citation in the reports, as time allows the contractor. Independent variables such as vehicle mass and footprint may be accounting for effects of driver socioeconomic factors as discussed in the Assumptions section. Furthermore, vehicle option variables such as AWD and side curtain airbags may be reflecting the effects of driver environment (e.g., those living in areas with icy winters opting for AWD) and attitude (e.g., more risk-averse drivers opting for side curtain airbags) rather than the vehicle technology themselves. While extremely heavy and extremely large vehicles may have significantly different handling and braking characteristics which influence crash frequency and casualty risk, it is unlikely that given the same driver in the same environment, a small change in vehicle mass or footprint would influence the driver’s crash proneness.</td>
</tr>
<tr>
<td>Question</td>
<td>Answer</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model, might</td>
<td>Vehicle height, a variable which may be more valuable than vehicle type for similarly structured vehicles such as sedans, wagons, CUVs, and minivans, would be a valuable control variable. In addition to a wider track, a lower center of gravity also increases vehicle stability, thereby reducing the risk of rollover. Relevant literature &amp; findings exist, and should be cited. Other variables which have been found in past studies to influence fatality risk such as seat belt use, roadway geometry and division type are not included in this study. To account for driver characteristics that contribute to casualty risk, socioeconomic variables such as household income, education, household size, etc. would be valuable additions. Unfortunately, both state and national crash databases typically do not include such information (outside of MVOSS). Such issues should be flagged for readers.</td>
</tr>
<tr>
<td>be included in the regression models?</td>
<td></td>
</tr>
<tr>
<td>Please comment on any caveats or limitations that these dependent</td>
<td>Please see above comment (in Assumptions section) regarding driver behavior and environment.</td>
</tr>
<tr>
<td>variable or control variables entail with respect to use of the results</td>
<td></td>
</tr>
<tr>
<td>as the basis for estimating the safety effect of mass reduction.</td>
<td></td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**

Table 2.1 has many indicator variables labeled as “C” for continuous variable (such as ABS, ESC, AWD, DRVMALE, etc). These C’s should be removed.
<table>
<thead>
<tr>
<th>3. METHODOLOGY AND STATISTICS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.</td>
<td>The Phase 2 report enhances the findings in the Phase 1 report by isolating the effect of vehicle mass and footprint on crashworthiness. Like the Phase 1 report, this analysis goes into a fair amount of detail and seeks to introduce additional analyses to better examine the relationship between mass, footprint, and casualty risks. However, due to a lack of control for very specific vehicle differences (which vary by make &amp; sub-model), the exclusion of driver characteristics and crash setting details (which cannot always be controlled for, but are often correlated with vehicle type), the effects of downweighting vehicles and/or shifting vehicle styles and sizes may be overestimated. Simply changing the vehicle mass or footprint on a risky driver in a high-risk setting is unlikely to influence crash outcomes significantly.</td>
</tr>
<tr>
<td>Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by vehicle model.</td>
<td>In the alternative measures of exposure, the author examines the effect of vehicle manufacturer on fatality risk and treats the luxury models produced by Toyota, Honda, and Nissan as separate manufacturers. However, domestic luxury brands (such as Cadillac &amp; Lincoln) are categorized with their nameplate manufacturers (GM and Ford), which appears inconsistent.</td>
</tr>
<tr>
<td>Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.</td>
<td>First, the t-statistics are not provided in the report which makes it difficult for the reader to assess statistical significance of specific regression estimates (except where noted by the author). Second, inclusion of a statistically insignificant variable can influence the estimates of coefficients associated with related variables. Nevertheless, in general, it is best to keep insignificant estimates if one has a strong defense for their role, since removing such variables (&amp; thus their parameters) will shift the burden of response to a correlated covariate’s parameter, thus biasing the latter. We generally keep key covariates in a model up to a p-value of 0.20 or 0.25 or so, especially in relatively small data sets (e.g., n &lt; 1,000). Covariates for which we have no strong basis can be removed for p-values &gt; 0.10.</td>
</tr>
<tr>
<td>How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?</td>
<td>Including more vehicle-specific characteristics (such as vehicle height and engine size) reduces the analysis’ dependence on vehicle type, since vehicle shapes and structures will continue to evolve. There is also correlation with context (e.g., pickups are driven in more rural locations, with greater hazards [like less lighting, higher speed, &amp; few medians]). Disaggregate data are</td>
</tr>
<tr>
<td>ADDITIONAL COMMENTS:</td>
<td>almost always best, to avoid ecological fallacies &amp; such.</td>
</tr>
</tbody>
</table>
### 4. DATA SETS

<table>
<thead>
<tr>
<th>Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states.</th>
<th>The Phase 2 report uses an unusually extensive data set of police-reported crash data from 13 states which the author compares in detail to national data sets to illustrate similarities and differences. The author is very thorough in addressing the difference in definitions of “serious” and “incapacitating” injuries across different states and the effects of such inconsistency on the regression results. Since casualty risk in the report accounts for serious injuries but not minor injuries, the author should note that police-reported injury levels may also be poor indicators of the actual or Modified Abbreviated Injury Scale (MAIS) level, following medical evaluation. Farmer (2003) found that 41% of injuries reported by U.S. police as incapacitating received MAIS ratings of “minor injury” by health care professionals using NASS Crashworthiness Data System (CDS). Thus, the results of the estimated casualty risk increases and decreases rely heavily on the assumption that police errors in reporting actual MAIS ratings are consistent across states.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle travelled scaled up from crash data from 13 states, and number of police-reported crashes?</td>
<td>The Phase 1 analysis used non-culpable vehicles in two-vehicle crashes as a proxy for induced exposure crashes. In contrast, Phase 2 analysis uses data from vehicles involved in one-car crashes and the responsible vehicle in two-car crashes. The exclusion of the not-at-fault vehicle in two-car crashes may be distorting the distribution of crash frequency and casualty risk across different vehicle makes and models if crash-prone drivers are more likely to drive certain types of vehicles.</td>
</tr>
</tbody>
</table>

### ADDITIONAL COMMENTS:

<table>
<thead>
<tr>
<th><strong>5. RECOMMENDATIONS</strong></th>
<th><strong>COMMENTS</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?</td>
<td>As noted above, a primary concern remains a neglect of the notion that the type of car is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel. Simply including gender and age variables cannot account for important covariates such as education, risk aversion, driving ability, wealth, etc. In reality, small cars may be less crash prone than Kahane’s and Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Alas, it is very difficult to control for all these variables, since they are not readily available in data sets. In reality, the best the report authors can do with such data sets is to explain how all the other, relevant attributes may factor in (e.g., quality of driver and typical driving settings), and how they can generate biased estimation (sometimes in either direction). Discussion of relevant literature that looks more deeply at crash outcomes (e.g., Wang or Chen’s papers, mentioned above, allowing for heteroscedasticity and individual vehicle attributes, non-driver outcomes, etc.) will also be useful.</td>
</tr>
</tbody>
</table>

| Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis. | Overall, the study is an enriching complementary document to the Phase 1 assessment of the 2011 NHTSA report. The parallel structure of the two reports allows the reader to easily compare and contrast the various additional analyses which examine the relationship of vehicle mass and footprint reduction on safety. However, as stated previously in the comments here, driver preference for specific car types (including size and mass) is related to driver socioeconomic characteristics and driving behavior. As vehicle, driver, and roadway environment characteristics all contribute to fatality risk, the effects of physical vehicle changes such as mass or footprint reduction on safety should not be overstated when the other two types of characteristics are not sufficiently accounted for. |

**ADDITIONAL COMMENTS:**
<table>
<thead>
<tr>
<th>1. ASSUMPTIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution.</td>
<td>The report concludes “that much of the detrimental effect of mass or footprint reduction on risk can be attributed to the tendency for mass or footprint reduction to increase crash frequency, rather than to reduce vehicle crashworthiness (risk once a crash has occurred).” However, the interpretation of casualties per crash as inversely proportional to crashworthiness ignores the possibility that injury severity also depends upon the circumstances of the crash. Casualties per crash must be divided into casualties per severe crash and severe crashes per crash, where a severe crash would be one involving more energy, e.g., high-speed or rollover. It could be that weight reduction increases casualties per severe crash (i.e., reduces crashworthiness), but reduces the likelihood that a crash is severe.</td>
</tr>
<tr>
<td>Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.</td>
<td>The statistical models assume no interaction between the vehicle size/weight measures and any of the numerous covariates, but this may not be true. For example, size/weight reductions may differently affect vehicles with and without ESC if they affect vehicle handling. It is risky to make statements such as that on p. 11 of the Phase I report: <em>Therefore, the mass of a lighter car could be reduced by 800 lbs while adding ESC, without increasing fatality risk.</em></td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**

NHTSA’s fatality analysis covered calendar years 2001-08, but the casualty analysis excludes 2008. Such exclusion is understandable given that 2008 data were at the time unavailable for a majority of the states (I think they are available now). However, 2008 was an unusual year and may have affected the size and weight effect estimates. The footnote on p. 6 of the Phase II report states that an analysis including the available 2008 data will be summarized in Appendix A. I don’t see Appendix A. Is an analysis planned including 2008 data?
<table>
<thead>
<tr>
<th>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td>One needs to restrict control variables to those that are available and reliable. A problem when combining state databases is that the states often are not consistent as to the variables coded and the definitions of those variables. This severely limits the list of possible control variables.</td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model, might be included in the regression models?</td>
<td>I think that already there are too many control variables in the regression models. Instead I would consider defining different classifications of crash types. Table 2.2 of the Phase II report shows that the distribution of crash types for casualty crashes is very different from that for fatal crashes.</td>
</tr>
<tr>
<td>Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction.</td>
<td>Model overspecification could be the reason for results that are non-intuitive, especially in the Phase II analyses of police-reported crashes. Control variables may be correlated with each other or with the size and weight variables. For example, Figure 2.9 of the Phase I report implies that torso side airbags increase fatality risk in CUVs.</td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**

The sensitivity results of Chapter 5 (Phase II) point out the extreme differences in results when changing the control variables. For example, including vehicle make changes the effect of a 100-lb reduction in heavier cars from -0.91% to +0.55% (see Fig 5.3).
<table>
<thead>
<tr>
<th>3. METHODOLOGY AND STATISTICS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.</td>
<td>Figure 2.11 of the Phase II report implies that NHTSA’s fitting of a separate regression model for each of the 9 crash types was unnecessary, at least for the analysis of casualty risk per crash. I don’t recall seeing a similar analysis for fatality risk per VMT. Is it possible to get essentially the same results as the NHTSA study using a single regression model?</td>
</tr>
<tr>
<td>Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by vehicle model.</td>
<td>The graphs in LBNL’s analysis of risk by vehicle model seem to indicate different trends for light and heavy vehicles (e.g., Figure 4.1 of Phase I). However, only simple linear relationships are examined, unlike the NHTSA analyses, which modeled piecewise linear relationships. Also, it’s not clear why the 3rd and last rows of Table 4.1 list different numbers (both are labeled CUVs/minivans), and some entries in Table 4.1 disagree with Figures 4.6-4.11.</td>
</tr>
<tr>
<td>Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.</td>
<td>Making projections from non-significant regression estimates is proper so long as the resulting confidence intervals are constructed conservatively (to account for the accumulated imprecision). In that sense, I prefer NHTSA’s jackknife approach to the standard errors produced by SAS (see p. 13 of Phase II).</td>
</tr>
<tr>
<td>How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?</td>
<td></td>
</tr>
</tbody>
</table>

ADDITIONAL COMMENTS:
### 4. DATA SETS

| Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states. |
| A major limitation of the Phase II analysis is a bias that may be due to the patterns of missing data. In particular, the vehicle identification number (VIN) is missing or mistyped for many crash records. High-severity crashes (especially fatal) are more likely to have detailed police investigation, so VINs (and other variables) in these crashes may be more complete. State crash files are therefore much less reliable than FARS. |

| Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle traveled scaled up from crash data from 13 states, and number of police-reported crashes? |
| The VMT weights provided by NHTSA were scaled to represent the entire US. Comments on pp. 9 and 18 of the Phase II report seem to acknowledge this deficiency, promising to adjust these to the 13 states in the future. Was any adjustment made, such as multiplying the weights by the proportion of annual US VMT accounted for by each of these states? The accuracy of the VMT weights is critical is we are to believe the somewhat surprising results concerning crashes per VMT. |

### ADDITIONAL COMMENTS:

Statements above Figure 2.7 in the Phase II report imply that the effects of weight reduction on crashes per VMT and fatalities per crash should add up to the effect on fatalities per VMT. This is not the case. For example, a 1.43% increase in crashes per VMT and a 0.76% decrease in fatalities per crash would imply a 2.16% decrease in fatalities per VMT (i.e., 1 - 0.9924/1.0143). The fact that the model on fatalities per VMT yields an estimated 1.08% increase should be a cause for concern. Either the VMT weights are inaccurate or the control variables have different effects on crash frequency and crashworthiness.
<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?</td>
<td>Casualty risk per crash does not fully measure the effects of vehicle size and weight reductions on society. Casualty risk per VMT best coincides with the NHTSA analysis of fatalities per VMT. The breakdown of casualty risk per VMT into the crash frequency and crashworthiness components is of interest. However, the surprising results reported here make everything suspect. For example, the Phase II report concludes that “the detrimental effect of male drivers has to do with their higher tendency of getting into a serious crash rather than their sensitivity to injury once a serious crash has occurred” (p. 24). A few pages later it concludes that “male drivers have essentially no effect on crash frequency, but cause a statistically significant increase in fatality risk once a crash occurs” (p. 28).</td>
</tr>
<tr>
<td>Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis.</td>
<td>Overall these are reasonably good studies. The Phase I report does a very good job of assessing the NHTSA report of fatality risk. However, the Phase II report should be more cautious in its conclusions concerning casualty risk. The casualty analysis is based solely on police-reported data from 13 states, which:</td>
</tr>
<tr>
<td></td>
<td>1. May not be representative of the US as a whole.</td>
</tr>
<tr>
<td></td>
<td>2. Are inconsistent in the information given and the way in which it is coded.</td>
</tr>
<tr>
<td></td>
<td>3. Suffer from information that is missing, inaccurate, or unclear.</td>
</tr>
</tbody>
</table>

ADDITIONAL COMMENTS:

Column G of Table 6.1 in the Phase II report provides the most appropriate comparison to results from the NHTSA report (Column A). For both fatalities and casualties per VMT, a 100-lb weight reduction is most harmful in lighter cars, less harmful in heavier cars and lighter light trucks, and slightly beneficial in heavier light trucks, minivans, and crossovers.

David L. Greene
January 10, 2012

Summary

The Phase I and Phase II analyses by Tom Wenzel of LBNL have been executed diligently and consistently in accord with the methods and data used in the original NHTSA analysis. The studies contain many valuable, new insights. The phase I study highlights the weakening relationship between vehicle mass and highway fatalities. This is not only seen in decreasing coefficient estimates but in the very large number of results that are not statistically significant. When regressions were done separately by footprint deciles, vehicle mass was statistically significantly positively related to fatalities only for light-duty trucks in rollovers, there were almost as many cases in which mass was negatively related to fatalities (9 vs. 13 out of 27) and there were more instances of statistically significant negative relationships than positive relationships. Given that so many tests are being jointly conducted, it is quite possible that when joint probabilities are considered, there is no significant relationship between mass and fatalities (more on joint probabilities later). Showing the weakness and inconsistency of these results is an important contribution.

Another meaningful contribution of the phase I study, and one that deserves more emphasis, is a logical inference from the following findings: 1) much of the variance in risk remains unexplained even by the most complete models, 2) control variables explain 1 to 2 orders of magnitude more of the variance than the variables of interest (mass and size), 3) when key control variables are removed or changed it strongly influences the coefficients of mass and size. These results have very important implications for the robustness of the results and the likelihood that some or all of the apparently statistically significant relationships are due to spurious correlations with omitted or imperfectly controlled factors. Noting that exposure measures are control variables with constrained coefficients, the following observation from the phase I study is especially perceptive.

“Calculating risk as total fatalities per induced exposure crash, rather than per vehicle mile traveled, reverses the sign of mass reductions on risk in cars and the lighter light trucks, with mass reduction leading to a reduction in risk in all vehicle types.”

Finally, the phase I report notes that if only the control variables are included in the regression and not size or mass, the resulting residuals from the regression are uncorrelated with size or mass. Given these findings (as well as those of phase II) the conclusions that,

“The 2011 NHTSA study, and this report, conclude that the effect of mass reduction on US fatality risk is small.”
should be revised with the following emendation, “... and probably non-existent.”

Both studies, like the NHTSA analysis, have shortcomings in terms of interpreting the results and the language used to describe the results, and acknowledging the limitations of the data and methodology. The limitations are extensive. The interpretation of the results of the LBNL studies commits two important, related errors. The first is to attribute inferred coefficients of mass and size as representing only the effects of vehicle mass and size when, as the phase I and II study results indicate, there is a virtual certainty that aliasing effects are present due to a combination of omitted variables, errors in variables and correlations among variables. Given that estimated driver and environmental factors tend to have 1-2 orders of magnitude larger impacts on safety outcomes than vehicle factors, the almost certain presence of aliasing effects must be explicitly acknowledged as severely limiting the ability to draw inferences about the effects of vehicle attributes. Second, the language used in interpreting results fails to acknowledge that the analysis does not address the effects of down-weighting or down-sizing specific vehicles or vehicle designs, but instead relies on correlations between vehicle weight and size in existing vehicle designs. In existing vehicles, weight and size are correlated with each other and many other vehicle attributes (and driver and environmental attributes, as well). Thus, the study is not actually measuring the effects of down-weighting via the material substitution and design changes likely to occur as a consequence of fuel economy and emissions standards. An early example of the kind of misleading language referred to here can be found on page iv.

“For example, a 100-lb reduction in the mass of lighter cars leads to a 1.84% increase in crash frequency (columns B), while mass reduction leads to a 0.76% decrease in the number of fatalities per crash (column C);”

This statement is misleading in that it implies causality rather than correlation, and it is additionally misleading in that it implies that the inference applies to removing weight from specific vehicles. Neither is correct. A better statement would be the following.

“For example, vehicles in the lighter class that are 100 lbs. lighter are correlated with a 1.84% increase in crash frequency....”

There are so many examples of this misleading language that it is not feasible to list them all. All should be corrected, however. Failure to correct them could lead to serious misinterpretation of the studies’ findings.

Following in the footsteps of the seminal study by DRI, the NHTSA and LBNL studies contribute to the literature in three important ways: 1) the LBNL and NHTSA studies recognize that the societal safety perspective is the correct perspective to when assessing the impacts of fuel economy and emissions regulations, 2) they recognize that vehicle dimensions and vehicle mass may have separate and potentially different impacts on both the likelihood of a crash and the outcomes of the crash and, 3) the LBNL phase two analysis makes an additional contribution by attempting to disentangle factors affecting the likelihood of a crash and factors affecting the outcomes of a crash.
Speaking of the DRI study, I am puzzled about why there are no references cited in the phase I study and only a handful all by Kahane and Wenzel, in the phase II study. This is perhaps due to the scope of work defined for the two studies but there are highly relevant studies in the literature that could have been cited, those by DRI foremost among them. Making use of the insights from these studies would have been helpful in interpreting the results of both phase I and phase II.

**Lack of a Theory or Model of the Phenomenon**

Both the NHTSA and LBNL studies lack a rigorous theory of the process by which down-weighting at constant size or down-sizing at constant mass affect societal safety either through crash avoidance or crashworthiness. This is not a trivial shortcoming because it affects the ability to formulate hypotheses and interpret results. Prior to the dissenting report on safety of the NRC 2002 CAFÉ report, the physics of elastic collisions between objects was typically cited as the underlying physical model. That report showed how taking the societal perspective renders that model inappropriate. What remains appears to be far more complex, involving the quantity of kinetic energy, the ability of vehicle designs to absorb that energy so as to minimize maximum deceleration rates, stability, maneuverability, safety technologies, and more.

The consequences of the lack of a rigorous theory are that it is not known, a priori, what the signs of coefficients are expected to be, let alone what their quantitative relationships should be. Hypotheses must be formulated based on intuition and the interpretation of results is likewise ad hoc. One implication of this is that results that suggest that lower fatalities are associated with lower vehicle mass have equal standing, a priori, with results that indicate that higher fatalities are associated with lower vehicle mass, and similarly for vehicle size. There are no surprising or unsurprising results, in theory.

This also makes it difficult to develop a plan for statistically testing the model or theory and its implications. It would have been helpful to the reader to have been presented early on in the report with such a plan of analysis.

**On the Virtual Certainty of Aliasing**

The LBNL report typically attributes causal effects to correlations between mass or size and safety. In fact, most or all of the observed correlations are almost certainly affected by aliasing effects. There is ample evidence for this inference in the results presented in the LBNL phase II report.

The coefficients of mass and size change in important ways when different model formulations are estimated. Removing and adding control variables changes the magnitudes and sometimes the signs of the mass and size variables. This means that, at a minimum, the mass and size variables alias the effects of the omitted control variables. The question is whether the aliasing is eliminated entirely by the inclusion of the control variables available or whether some aliasing remains either because not all relevant and correlated control variables have been included or because the included control variables are imperfect measures of the factors they are intended to represent.
The latter seems highly likely for the following reasons. First, the overall explanatory power of the full models (including control variables), as measured by their $R^2$ is low. Most of the variance in casualties and fatalities remains unexplained. Second, at least some of the important included control variables are only crude approximations of the factors they are intended to represent. For example, dummy variables represent differences in state reporting practices, age and gender represent risky driving behavior differences among owners of different sizes and masses of vehicles, the presence or absence of a kind of safety equipment represents both its performance and use in a particular vehicle, and calendar year dummy variables represent unknown factors associated with the respective calendar years. Such practices are common and their use is appropriate. Third, the control variables generally account for 1-2 orders of magnitude more variance in the casualty and fatality variables than do vehicle weight and size. To recap, the amount of unexplained variability in the dependent variables is larger relative to the variance statistically explained by the most complete models. Control variables are correlated with size and mass, and they account for 1-2 orders of magnitude more variability in the dependent variables than the variables of interest, mass and size. Therefore, even small correlations of size and mass with omitted variables or with errors (imprecision) of the control variables could easily result in biased estimates for the effects of size and mass on the dependent variables.

Tom Wenzel is to be commended for providing the results that definitively demonstrate the three key points made above. The above is not a criticism of the analysis nor of the results, per se. It is a criticism of their interpretation. In light of the above, the results should be interpreted in light of the virtual certainty that many of the estimated coefficients are likely to be biased in ways that make their interpretation highly uncertain. The implication is that phrases such as “down-weighting or down-sizing caused” to “mass (or size) and unobserved correlated factors are associated with...”

On Joint Probabilities

The NHTSA and LBNL studies do not correctly interpret their results as joint statistical tests. When testing a hypothesis on, for example, 5 vehicle classes simultaneously, a result for one equation that might be statistically significant on its own may not be statistically significant as one of five related tests.

Statistical analyses comprised of multiple regressions too often overlook the fact that tests of statistical significance designed for individual regressions may not apply in the case of multiple regressions. That is the case here. NHTSA conducted 5 analyses to infer relationships between mass differences among vehicles holding footprint constant for 5 classes of cars. The results showed one relationship out of five was statistically significant. As table 1 illustrates, using a simple example, if one conducts 5 trials, each with a 0.05 probability of given result, there is a 22.6% probability of finding at least one such result in the five trials. Thus, the joint significance level of the overall result (1 statistically significant regression out of 5) is 0.226, rather than 0.05.
Table 1. Simplified Illustration of the Joint Probability of Inferences in Multiple Regressions

<table>
<thead>
<tr>
<th># Significant Regressions</th>
<th>Combinations</th>
<th>0.95</th>
<th>0.05</th>
<th>Joint Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.773780938</td>
<td>1</td>
<td>77.37809%</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.81450625</td>
<td>0.05</td>
<td>20.36266%</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.857375</td>
<td>0.0025</td>
<td>2.14344%</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.9025</td>
<td>0.000125</td>
<td>0.11281%</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.95</td>
<td>0.00000625</td>
<td>0.00297%</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3.125E-07</td>
<td>0.00003%</td>
</tr>
</tbody>
</table>

So there is between a 1:4 and a 1:5 chance of getting one statistically significant result by pure chance. In fact, the actual significance level of the results is more complicated to calculate, and probably a bit smaller than 0.226. Thus, it is very appropriate for Dr. Kahane to add the qualifier “if any” to his conclusions about the relationship between the societal highway fatalities and mass reduction, holding footprint constant. Had appropriate tests of joint statistical significance been used to evaluate the results in the NHTSA and LBNL studies, the significance levels very likely would not meet accepted criteria for statistical significance. This could change the conclusions of the studies from the inference that mass is correlated with fatalities or casualties in some case but not others to the lack of statistically significant evidence that mass is correlated with fatalities or injuries on the highway. This is an important difference.

Page-by-Page Comments

I will make page by page comments on the phase II study only, since that contains the overwhelming share of original contributions and the key findings of the phase I study are recapitulated there.

p. iii Paragraph 3. This would be a very good place to acknowledge the importance of driver behavior and environment on crash avoidance especially.

p. iv Para. 3. This would be a good place to discuss probability inference in joint tests.

Para 4. The statement about a 100-lb reduction in the mass, etc., is a good example of misleading language.

p. v Para. 1. Again, it is misleading to say that mass reduction increases crash frequency, for reasons stated above.

Para. 2. It is more accurate to describe the association of lower vehicle mass with casualty risk than the “effect of mass reduction on...” casualty risk. Para. 3. Would benefit greatly from joint probability inferences.
Para. 4. As noted above, this shows how much more important the control variables are than the variables of interest.

Para. 5. Again, these are correlations not necessarily effects.

Para. vi  Again, mass reduction is misleading terminology and you do not know if it increases casualty risk or not, you know only a correlation. Why is this so important? It is the virtual certainty of spurious correlations, or aliasing, as noted above.

Para. 4. (1st bullet) This is clear evidence of aliasing. Take variables out of the regression and the coefficients of interest change in important ways. Are there no important factors still missing? Are the variables included perfect measures of the factors of interest? Of course not. Thus, there must be remaining aliasing. How bad is it? We don’t know.

The third bullet shows the same effect with a different set of variables.

Para. vii  No, your analysis does not indicate “...that much of the detrimental effect of mass or footprint reduction on risk can be attributed to the tendency for mass or footprint reduction to increase crash frequency.” Again, you have correlation, not causation and you have good reason to believe that what you are seeing is affected by spurious correlations.

Para. 5. The “effect” is small, 1-2 orders of magnitude smaller than correlations with other control variables, and IS strongly affected by which variables are in the equation, as stated on the previous page, and there is a great deal of unexplained variance. Please reconsider the meaning of these results in light of the comments above.

Finally, as the last paragraph of the ES implies, it would be far better not to speak in terms of “reducing” mass or size. That is not what is happening in your data set.

Para. 4. Risk per VMT includes the effects of how well vehicles are driven as well as how well they can be driven. I think there is no chance that you have fully accounted for how well vehicles are driven.

Para. 2. Exposure measures are explanatory variables whose elasticity is constrained to 1. That is, it is assumed that an increase in vehicle use of 1 vehicle mile produces a 1 unit increase in the chance of a fatality (or casualty as the case may be). This is actually a maintained hypothesis. If this hypothesis is incorrect, it can bias the other coefficients in the equation. Thus, the change from fatalities/VMT to fatalities/registration-year, to fatalities per crash not only changes the meaning of the analysis, it also may bias coefficients in the event that the true relationship between fatalities and VMT is not an elasticity of 1.

Line 1. Please acknowledge that your “accounting for differences in driver characteristics, crash locations, and other vehicle attributes” is incomplete and that this could affect your inferences about size and mass.

Para. 2. NHTSA’s use of “non-culpable” vehicles involved in two vehicle crashes as an exposure measure raises its own issues. How non-culpable was the non-culpable vehicle. Often this is a matter of degree, rather than black or white. Driver behavior may also be involved. It seems to
me this is just another potential measure of exposure that may or may not be better than any other measure and may introduce new sources of bias in the analysis.

Para. 4. Induced exposure needs to be defined. What is it intended to mean? This needs to be explicit.

Also, I am startled that there are no equations in these reports. Equations can provide an unequivocal explanation of the assumed relationships that cannot be adequately accomplished by words, in many cases. Why no equations?

Para. 3. CUVs and minivans are involved in fewer crashes with stationary objects than cars. Why? Is it the drivers, the vehicles, or the passengers? How well can you control for such differences? Not well. What does this mean for your analysis?

Para 1. Here an equation showing how the weighting was done would be very helpful.

Bullet 1. Excluding these vehicle types implies that the control variables in the model are not adequate to account for whatever makes these vehicle types different from the vehicles included in the analysis. First, this is an admission that the model is not adequate to explain the fatalities associated with these vehicles. Second, it is an admission that if they were included the coefficients on the variables of interest would likely be biased by spurious correlations. Clearly, it would not even be sufficient to include the vehicles along with a control variable (e.g., X = 1 if vehicle is a police car, 0 otherwise). This is yet another indication that the model suffers generally from omitted variables, errors in variables and correlation among right-hand side variables.

Line 3. Sentence does not make sense. Please correct.

Sect. 2.3. Please provide an equation.

Were the confidence intervals calculated using $e^{2x}-1$? Please state explicitly or, better, show an equation.

Para. 2. Here another instance where you say “mass reduction increases societal fatality risk” but you really are not entitled to say that. It is misleading. Also, the NHTSA CI’s are larger, as they should be in a joint test.

Para. 3. These results require an underlying theory for interpretation. The lack of one makes it seem like there is just no consistency in the results.

Para. 4. The fact that the results for fatalities per crash differ substantially from fatality per VMT may be very important. Taken at face value, it would imply that any negative effect of reduced mass is due to its effect on crash avoidance (crash probability) rather than crashworthiness. This is where the lack of a theory is most troubling. Why would that be? Are lighter vehicles less easily controlled, etc.? Or, as seems much more likely, is there a spurious correlation between mass and other omitted or imperfectly measured factors (including driver behavior) that lead to an increased probability of a crash? Consider, for example, driver age. Driver age is related to crash involvement. Driver age is a control variable. But are all young drivers the
same? Is it possible that young drivers more prone to risky behavior tend to drive lighter vehicles? If so, this could partly explain the result observed. Of course, this is just speculative, but the point is that correlations with imperfectly measured and omitted factors are highly likely to be present in the data and, if there, could easily affect the statistical inferences.

p. 14 Here we see that changing the exposure measure influence the effect of mass and size on fatalities and casualties, which is more evidence that spurious correlations are likely to be biasing estimated coefficients for mass and size.

The bar graphs with confidence intervals are well done and convey a great deal of information effectively. The patterns of magnitude and statistical significance are difficult to interpret, partly because there is no explicit theory of what should happen and partly, perhaps, because the relationships are actually not real.

p. 16 Para. 1. Reduction in the mass of lighter cars increases crash frequency but reduces fatalities per crash. This is contradictory to the previously maintained theory that mass protects due to the physics of velocity changes in elastic collisions. Indeed, there is no theoretical explanation for these results, only speculation.

p. 18 Para. 1. Here is a good example of such casual speculation.

p. 19 Para. 1. Developing VMT weights for the 13 states is a good idea, given the effect of exposure measures on inferences. Still the results would not be definitive.

p. 20 Para. 2. Mass reduction leads to a large reduction in risk only in crashes with objects for heavier cars? There is only one type of crash in which the simple physics of collisions leads to an unambiguous benefit for increased mass, and that is collisions with moveable or breakable objects. This finding contradicts even that.

Para. 3. More speculation, this time about rollovers.

p. 21 Para. 3. "Curiously,..." Curiouser and curiouser.

Figure 2.15 printed without labels. Could be my computer but the other graphs were fine.

p. 24 Para. 2. This is probably a very important finding that needs further investigation and explanation. As figure 2.16 illustrates well, the correlations with mass and size are orders of magnitude smaller than the correlations with driver and environmental factors. This is why even small correlations with omitted or imperfectly measured control factors could be, are even likely to be, predominantly responsible for the estimated coefficients of mass and size.

p. 25 Para. 2. The results for minivans discussed here could be due to what is going on inside the vehicle as much or more than the vehicle itself. How could these results be explained in terms of the vehicle itself. Figure 2.17 shows this again. The effects of calendar year dummies, which can only be considered rough approximations to unknown and various time-related factors, have much large effects than size or mass. Again in figure 2.20.
Para. 1. “Surprisingly,...” How can side airbags, which deploy only in a crash, reduce crash frequency but not fatality risk in a crash? Only if the real effect is a reflection of who buys a CUV/minivan with side airbags and how and where they drive. There are more surprising inferences in paragraph 2 about male and female drivers. Surprising relative to what theory?

The problem here is not numerical multicollinearity (numerical difficulties inverting the cross-product matrix) but the more complex problem of correlations among right-hand side variables, omitted variables, errors in variables, and correlations of included variables with omitted and imperfectly measured variables. This leads to biased estimates.

Table 3.1 cries out for inference based on joint probabilities. What is the probability of observing “success” in at least 3 out of 27 trials when the true probability of success is only 0.05. See discussion above. The probability is certainly much higher than 0.05 and probably closer to 0.5. The implication is that, taken together, these results do not show any statistically significant relationship between mass or size and risk per crash. If there were a rigorous underlying theory, the interpretation might be different (patterns of significance could matter) but there is none. Again, good graphs on succeeding pages.

The statistical significance of such a relationship should be the same whether bins are used or not. Is it?

Para. 3. R-squared is not the correct measure of statistical significance. Is the coefficient of weight significantly different from zero?

Para. 2. This is perhaps the key finding of the phase I and II analyses. Control variables explain 1-2 orders of magnitude more variance than size or mass. Still, most of the variance remains unexplained and is uncorrelated with mass or size. It is very likely there is nothing going on here.

Para. 2. More evidence of correlation of mass and size with control variables and how changing definitions or excluding control variables results in important changes in the coefficient of mass and size. Such results are considered unstable.

Para. 1. The rationale for the grouping of manufacturers is not obvious. Can you explain it?

Para. 2. Yet more evidence for the instability of the model and likelihood that variables still missing from the model, plus errors in measuring the included control variables are likely biasing the inferences. The results described in this paragraph do not make sense to me. How can they be explained other than random results?

Para. 1. More casual interpretation of results. OK, maybe, maybe not. Same for paragraph 2. The economy faltered in 2008 but the big negative effect was in 2007. The downward trend started in 2004. This correlates neither with vehicle mass changes over time nor economic growth as measured by real GDP. Idle speculation.

Para. 1. Good discussion of the gratuitous speculation by NHTSA about the meaning of the observed correlations. This is more a Rorschach test than statistical analysis.
Para. 2. “We have no explanation for why...” More of this kind of honest appraisal is needed in studies like these.

More results for which there is no explanation.

Why the interaction between calendar year dummy variables and safety equipment? The presence of the safety equipment on a particular vehicle is established. What has calendar year (not model year) to do with it? Again, one suspects spurious correlations.

One needs to think carefully about the reasons why vehicles would be excluded. It does not appear that NHTSA did that. First line of first paragraph “used” rather than “sused”.

Well reasoned. It is interesting that NHTSA resisted including footprint or size in previous analyses on the grounds of correlation with mass. These results show that assertion was groundless.

Para. 3. Rather than say risk per VMT accounts for two effects, it is better to say it includes or comprises two effects. But this statement also ignores the important influences of drivers and environment and their potential correlations with other factors. Yes, it includes how well a vehicle can be driven, but more importantly it includes how well a vehicle IS driven. That is in there too and is very likely to be correlated with make, model, and other vehicle attributes.

Para. 3. Here again, the conclusions are misstated. It is not a genuine “reduction” in mass, but an association with the mass of vehicles. And how does it “lead” to and increase in crash frequency? What is the theory or model that predicts this? Driver and environment are very likely mixed up in these results to an unknown but likely substantial degree. So what can we really conclude? Not this.

As I read the conclusions and inferences I find myself asking, why?, why?, repeatedly without any sound explanations. Page 61, paragraph 3 contains more “surprising” results. Surprising because they are contrary to theory? Surprising because they are contrary to intuition? Surprising because they are random? To what can we attribute so many “surprising” results, and how many must there be before one concludes that the analysis is not revealing what we had hoped it would.

Para. 4. Again, this cries out for joint statistical inference. Three statistically significant results out of 27 is probably nothing statistically significant at all.

Para. 1. What this shows, again, is that the coefficients of mass and size are strongly influenced by which control variables are included in the model and how they are defined. These results and their implications need explanation. The bottom line is that the effects of mass and size are likely to be (after the necessary joint significance calculations are done) not statistically significant, not consistent, and not robust.

How do mass and footprint reduction (again, it’s not really reduction in the sense of designing lighter vehicles to increase fuel economy or reduce GHG emissions, the issue at hand) increase crash frequency. What is the theory? I don’t find a theory in either the NHTSA report or the phase I and phase II studies. Absent a theory, these results seem sufficiently unstable and
inconsistent to be highly questionable as evidence of any relationship between mass or size and crashworthiness or crash avoidance. I think joint estimation of significance levels would provide additional support for this view.
<table>
<thead>
<tr>
<th>1. ASSUMPTIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution. | The basic assumptions, methodology, and data are primarily the same as in the Kahane (2011) report. These include the following:  
1) The probability of a crash fatality is proportional to the vehicle miles travelled (VMT), except as noted in Section 5.1  
2) The logarithm of probability of fatality per VMT for a given curb weight, footprint, and control variable values varies as a linear combination of the curb weight, footprint, and control variables within the domain of the data.  
3) The logistic regression methods determine a maximum likelihood estimate of model coefficients.  
4) It is assumed that the above relationships remain constant in the recent past (i.e., 2000-2007 model year vehicles in the 2002-2008 calendar years), present, and near future (i.e., 2017-2025 model year vehicles).  
The first assumption that crash fatalities are proportional to VMT rather than the number of vehicle registration years (VRY) is appropriate because the fatalities cannot occur if the vehicles are not driven on the road (i.e., VMT = 0). This assumption is qualified however because VMT is more difficult to measure than VRY and therefore may be less accurate. On the other hand the probability of a fatal crash or the number of fatalities in a crash may also depend on the vehicle occupancy. The analysis in Section 5.1 is a commendable attempt to explore the sensitivity to this assumption, however the Kahane (1997) and DRI (2003-2005) reports have shown that some driver, vehicle, and environmental factors may be underrepresented or overrepresented in unweighted induced-exposure data. VRY could have also been considered as a measure of exposure. |
The second and third assumptions are appropriate provided that it is recognized that it is essentially impossible with currently available knowledge and information to model all of the factors that could affect the probability of fatality in a crash, and that the objective of the analysis is to identify overall trends versus vehicle weight and footprint. In general the probability of fatality depends on other many other factors which have not been modelled (e.g., driver behavior factors, vehicle design factors, roadway design factors, EMT factors) and these unmodeled factors are assumed to be uncorrelated with vehicle weight and footprint, and/or are represented by the other control variables. The latter assumption might or might not be valid.

The fourth assumption is perhaps the weakest because it assumes that future vehicles will have the same design characteristics as past vehicles, and that the characteristics of the vehicle population (e.g., collision partner weight, size, type) will also remain the same. A commendable attempt to partially address this effect is described in Section 6. These effects can be perhaps better addressed by the "Volpe model" described in Kahane (2011) of the Honda-DRI fleet systems model described in Refs (2324), which can be used to forecast the effects of mass reductions of individual makes and models on a year-by-year basis.

Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.

The induced-exposure data set provided by NHTSA is based on the "non-culpable" vehicle in two-vehicle crashes. It is assumed that the dataset is a representative sample of the driver and environmental exposure factors for vehicle use. However, since these cases include moving vehicles, some vehicle-driver-environmental conditions may be under or over represented in this data depending on how they affect the ability of a non-culpable vehicle to avoid a crash. Results in Ref (17) indicate that the estimated effect of weight and size reduction are sensitive to whether the induced-exposure data are based on the Kahane (2003) non-culpable vehicle definition of the Kahane (1996) stopped vehicle definition.
<table>
<thead>
<tr>
<th></th>
<th>Unfortunately it is not currently possible to test this sensitivity with the NHTSA-provided induced-exposure data.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ADDITIONAL COMMENTS:</strong></td>
<td>None come to mind.</td>
</tr>
</tbody>
</table>
2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS

<table>
<thead>
<tr>
<th>Question</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used</td>
<td>The main metric used in both the Kahane (2011) and Wenzel (2011a) reports is the total number of fatalities (except as noted). Reducing the total number of fatalities, which includes both subject vehicle occupants and collision partner fatalities, is desirable from a societal viewpoint. Fatal crash occurrence is related to the total number of fatalities, which has been used by Kahane (2003, 2011) to address concerns about double counting. VMT is a good measure of accident exposure provided that it can be accurately determined. [Note: This peer review does not address the Wenzel (2011b) companion report (Ref 3) which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]</td>
</tr>
<tr>
<td>in the assessment analysis and independent casualty analysis, and</td>
<td></td>
</tr>
<tr>
<td>recommend any alternative control or dependent variables that are</td>
<td></td>
</tr>
<tr>
<td>available for possible inclusion in the analysis. For example, what are</td>
<td></td>
</tr>
<tr>
<td>the relative merits of the main dependent variables used, fatality risk</td>
<td></td>
</tr>
<tr>
<td>per estimated VMT, and casualty risk per police-reported crash?</td>
<td></td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model,</td>
<td>None come to mind.</td>
</tr>
<tr>
<td>might be included in the regression models?</td>
<td></td>
</tr>
<tr>
<td>Please comment on any caveats or limitations that these dependent</td>
<td>None come to mind.</td>
</tr>
<tr>
<td>variable or control variables entail with respect to use of the results</td>
<td></td>
</tr>
<tr>
<td>as the basis for estimating the safety effect of mass reduction.</td>
<td></td>
</tr>
<tr>
<td>ADDITIONAL COMMENTS:</td>
<td></td>
</tr>
<tr>
<td>The underlying reasons for some of the estimated effects are unknown at</td>
<td></td>
</tr>
<tr>
<td>this time, but presumably involve driver, vehicles, environment or</td>
<td></td>
</tr>
<tr>
<td>accident factors that have not been controlled for in the Kahane (2011)</td>
<td></td>
</tr>
<tr>
<td>and Wenzel analyses. See, for example, Refs 17 and 25.</td>
<td></td>
</tr>
<tr>
<td>3. METHODOLOGY AND STATISTICS</td>
<td>COMMENTS</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>----------</td>
</tr>
</tbody>
</table>
| Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash. | The logistic regression methods seem to be appropriate. The confidence intervals are based on the logistic regression Wald Chi-Square statistic, which as Kahane (2003, 2011) has demonstrated does not include all sources of variation. However, these confidence intervals are useful because they do provide some indication of the uncertainty in the results. 

[Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.] |

Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL's linear regression analysis of actual, predicted, and residual risk by vehicle model. | The correlations in Section 3 appear to be assessed using the Coefficient of Multiple Determination ($R^2$) based on a linear fit to the data (e.g., the correlation between footprint versus curb weight in Figure 3.1 on p. 14). The linear regression model attributes the differences between the dependent variable (vertical axis) and the linear fit to the independent variable (horizontal axis) to random effects. If there is no preference as to the choice of independent and dependent variables (e.g., footprint versus curb weight, or curb weight versus footprint), then the linear trend and $R^2$ result would be different if the two variables were interchanged, and having two different yet equally valid results would be undesirable. 

If the variation in the data can be attributed to both variables (e.g., footprint and curb weight), then it would be better to report the square of the sample correlation coefficient $r^2$, where $r$ is computed according to Eqn (1). The trend lines in these correlation figures should not be computed using a linear regression. Instead, the trend line should pass through the sample means (i.e., $(x, y)$), and have a slope equal to the ratio of the sample standard deviations in the data (i.e., $s_y$ / $s_x$). Therefore, the reported correlation results do not depend on the ordering of the data variables. |
| Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction. | Note this comments does not apply to linear trends indicated in Section 4, for which the Coefficient of Multiple Determination ($R^2$) seems appropriate.

The Coefficient of Multiple Determination ($R^2$) is frequently used in the Wenzel (2011a) report as an indicator of the statistical importance of a linear trend (e.g., $R^2$ values in Tables 4.1 and 4.2 that are greater than 0.3 are shown in blue font). It would be better to report the standard error, confidence interval, and/or probability value as measures of the statistical significance of a linear trend.

Regression estimates are random numbers which have an unknown expected value and variance, and known sample value and standard error. If the sample value can be explained by a zero expected value and known standard error then the result is considered not statistically significantly different than zero and therefore the result is not considered to be statistically significant. However, if we can combine this estimate with other estimates then the unknown expected values and variances can also be combined using the same transformation, and the statistical significance of the combined result can be tested. Therefore, depending on the sample values and inter-correlation, the combined result may be statistically significant even if the individual estimates are not statistically significant.

For example, the results from each of the nine different crash types can be combined into an overall estimate and the standard error calculated assuming that the results for each crash type are independent of each other. Then the statistical significance of the combined effect can be determined.

However, and Kahane (2011) points out there are two sources of uncertainty in the regression results. The first is the FARS based sampling error which is uncorrelated across crash types because they are based on different fatal cases (Kahane 2011, p. 77). The second is
<table>
<thead>
<tr>
<th>How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The effects of multi-collinearity can be mitigated by 1) obtaining more data, 2) pooling data from different crash type or vehicle types, or 3) reducing the number of regression variables. The first option would require more calendar years and/or model years, which would involve added newer data as it becomes available (or using older data). The second option might be to recombine the CUVs and minivans with truck based vans and adding a control variable to compensate for the differences in the vehicles types. The third option might involve removing statistically insignificant control variables or removing control variables that would not be expected to have an effect on the probability of fatality in the crash (e.g., the side airbag variable is not included in pedestrian crashes because it is not expected to affect pedestrian fatality risk). The number of driver age control variables might be reduced from eight to three (as in the Kahane (1997) and DRI (2002-2005) studies). Finally, a linear curb weight model instead of a two-piece linear model may help to better elucidate the general trend.</td>
</tr>
</tbody>
</table>

The Variance Inflation Factor (VIF) has been suggested as a measure of multi-collinearity in the Kahane (2010 and 2011) reports, however this diagnostic metric does not account for differences in database size (i.e., Options 1 and 2 above). The Wenzel (2011a) report does not discuss the Variance Inflation Factor or report any VIF results.

**ADDITIONAL COMMENTS:**

None come to mind.
<table>
<thead>
<tr>
<th><strong>4. DATA SETS</strong></th>
<th><strong>COMMENTS</strong></th>
</tr>
</thead>
</table>
| Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states. | The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the comments in Table 1 on the limitations of this data. In addition, there are also many differences in the coding variables and values used by the different states, which tend to make the recoding to a common data set imprecise. 

[Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.] |

| Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle travelled scaled up from crash data from 13 states, and number of police-reported crashes? | The number of fatal cases tends to be much less than the number of induced-exposure cases. Therefore the effective numbers of degrees-of-freedom in the statistical estimates tend to be limited by the available number of fatal cases. For example, it would not be possible to estimate the effects of two variables (e.g., just curb weight and footprint) if we had data for only one fatal case even if we had thousands of induced-exposure cases. Therefore it is desirable to use data for the entire US in order to get a large sample of fatal cases for the logistic regressions. This then requires the available induced-exposure data (i.e., from 13 states) to be "scaled up" the US level using the method described in Kahane (2003 and 2011). The result is the best currently available estimate of vehicle exposure. 

There may be some concerns about the accuracy of the vehicle miles-travelled data because the difficulty estimating the number of vehicle miles travelled at the make-model-year-state level of detail. 

[Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.] |
ADDITIONAL COMMENTS:

None come to mind.
<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?</td>
<td>The basic methodology described by Kahane (2011) seems appropriate; however some results using this method and data are not well understood and need further diagnosis. The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the Table 1 comments on the limitations of this data. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash.]</td>
</tr>
<tr>
<td>Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis.</td>
<td>The Wenzel (2011a) report provides a valuable supplement to the analysis and results in the Kahane (2011) report. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash.]</td>
</tr>
<tr>
<td>ADDITIONAL COMMENTS:</td>
<td></td>
</tr>
<tr>
<td>See additional comments and recommendations in Tables 6 and 7.</td>
<td></td>
</tr>
</tbody>
</table>
Table 6. Additional General Comments and Recommendations

<table>
<thead>
<tr>
<th>Section</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Use of $R^2$ is confusing. Suggest using lower case &quot;r&quot; when referring to the sample correlation coefficient (Box, Hunter, Hunter, 1978, P. 61); or upper case R when referring to the regression coefficient of multiple determination (Draper and Smith, 1981, p. 90).</td>
</tr>
</tbody>
</table>
| All     | In most cases the reported results are just estimates, but are not described as such. For example, "The effect of mass reduction on heavier cars and CUVs and minivans are not statistically significant" on p. iii should say "The estimated effect of mass reduction on heavier cars and CUVs and minivans are not statistically significant."

This distinction is important when comparing results based on different models and assumptions because the different models and assumptions do not change the effect itself, but rather the estimate of the effect. For example, the statement "The first sensitivity, in dark purple, includes the weight variables in the regression model but excludes the footprint variable; this model tests the effect of mass reduction while allowing footprint to vary with vehicle mass. This sensitivity increases the risk from a 100-lb mass reduction in cars (from 1.43% to 2.64% for lighter cars, and from 0.48% to 1.94% for heavier cars) and CUVs/minivans (from a 0.47% decrease in risk to a 0.52% increase in risk); however, there is no change in fatality risk in light-duty trucks" on page 15 is misleading. It would be better to state that "The first sensitivity, in dark purple, includes the weight variables in the regression model but excludes the footprint variable; this model tests the estimated effect of mass reduction while allowing footprint to vary with vehicle mass. This sensitivity, Removing the footprint variable from the regression model increases the estimated risk from a 100-lb mass reduction in cars (from 1.43% to 2.64% for lighter cars, and from 0.48% to 1.94% for heavier cars) and CUVs/minivans (from a 0.47% decrease in risk to a 0.52% increase in risk); however, there is no change in the estimated fatality risk in light-duty trucks is very small and not statistically significant."

This also applies to table and figure captions. For example, "Table ES.1. Effect of mass and footprint reduction on fatality risk, under alternative regression model specifications" should say "Table ES.1. Estimated effects of mass and footprint reduction on fatality risk, under alternative regression model specifications." "Figure 3.3 Effect of reduction in mass or footprint on US fatality risk per VMT, by vehicle type: mass only, footprint only, and both" should say "Figure 3.3 Estimated effects of reduction in mass or footprint on US fatality risk per VMT, by vehicle type: mass only, footprint only, and both."

Overall the word "effect" appears over 200 times in this report with the "estimated" or other qualifier. In some cases this may be appropriate and in other cases it is not appropriate. It is recommended that the author review each instance and revise as appropriate.
|   | Figures 4.1 through 4.17 do not control for the effect of vehicle size (e.g. footprint), which has been shown to be correlated with vehicle weight (e.g., Figure 3.1), and therefore these figures may be misleading. It is strongly suggested that the horizontal axis label be changed to "Curb weight (lbs) and corresponding changes in size," and/or a note such as the following be added to each figure: "Note these results do not control for the effect of vehicle size on fatality risk. Therefore the horizontal axis represents changes to both vehicle weight and vehicle size."
|   | The statistical significance of the linear trends in Figures 4.1 through 4.17 are not reported. It would be helpful if the confidence intervals or statistical significance of the linear trends were reported, either in addition to or instead of $R^2$. The confidence intervals for the estimated slopes should be added to the results in Tables 4.1 and 4.2. |
Table 7. Additional Specific Comments and Recommendations

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Summary, 7</td>
<td>iii, 65</td>
<td>2\textsuperscript{nd} paragraph refers to &quot;our analysis,&quot; however the results are the same as the NHTSA analysis. The author should clarify who or what &quot;our analysis&quot; refers to and how it relates to the NHTSA analysis. Perhaps the statement &quot;LBNL was able to reproduce the NHTSA analysis, which finds that...&quot; would be more appropriate.</td>
</tr>
<tr>
<td>Executive Summary</td>
<td>iv</td>
<td>Last bullet – suggest changing the statement that &quot;Logistic regression does not allow a statistic&quot; to &quot;Logistic regression methods do not have a statistic.&quot;</td>
</tr>
<tr>
<td>Executive Summary, 4</td>
<td>Iv, v, 22, 66</td>
<td>Suggest changing &quot;variance in risk&quot; to \textit{variation} in risk&quot; throughout.</td>
</tr>
<tr>
<td>Executive Summary, 7</td>
<td>viii, 69</td>
<td>The numerical results for the NHTSA preferred model in Tables ES.1 and 7.1 are slightly different than the results reported in the NHTSA report. For example 1.43%/0.48%/0.52%/-0.40%/-0.47% should be \textbf{1.44%/0.47%/0.52%/-0.39%/0.46%}</td>
</tr>
<tr>
<td>4</td>
<td>31-32</td>
<td>Figures 4.12 through 4.14 have the results for small and heavy-duty pickups combined, which is inconsistent with the results in Table 4.1</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>The $R^2$ values in Table 4.1 are different than the values in Figures 4.6, 4.8, 4.9, 4.11.</td>
</tr>
<tr>
<td>5.1</td>
<td>37</td>
<td>The subsection title should be &quot;Alternative measures of exposure and outcome&quot; because fatal crashes and fatalities are measures of the crash outcome, not exposure.</td>
</tr>
<tr>
<td>5.2</td>
<td>39</td>
<td>It would be helpful to list the 18 manufacturer dummy variables in a table.</td>
</tr>
<tr>
<td>5.2</td>
<td>39</td>
<td>It is unclear why Lexus, Acura, and Infinity are treated as separate manufacturers, but Cadillac and Lincoln are not.</td>
</tr>
<tr>
<td>5.2</td>
<td>39</td>
<td>It is unclear why AM General is considered a Chrysler brand. The AM General Hummer was sold by GM beginning with the 2001 model year.</td>
</tr>
<tr>
<td>5.3</td>
<td>44</td>
<td>It would be helpful if the figures include error bars or shading to indicate the confidence intervals.</td>
</tr>
<tr>
<td>6.4</td>
<td>63</td>
<td>Table 6.3 – Suggest adding a note that the 72,316 total includes fatalities that are counted more than once in crashes involving more than one vehicle type.</td>
</tr>
<tr>
<td>1. ASSUMPTIONS</td>
<td>COMMENTS</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution.</td>
<td>The basic assumptions, methodology, and data are primarily the same as in the Kahane (2011) report, but have been extended to include serious injuries as well as fatalities, and also address crash involvement (i.e., fatalities and serious injuries per accident, and also accidents per VMT). These include the following:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1) The probability of a crash fatality or serious injury is proportional to the number of accidents (provided the crash conditions remain the same); and the probability of an accident is proportional to the vehicle miles travelled (VMT).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2) The logarithm of probabilities of fatality or serious injury per accident, and accidents per VMT for a given curb weight, footprint, and control variable values varies as a linear combination of the curb weight, footprint, and control variables within the domain of the data.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3) The logistic regression methods determine a maximum likelihood estimate of model coefficients.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4) It is assumed that the above relationships remain constant in the recent past (i.e., 2000-2007 model year vehicles in the 2002-2008 calendar years), present, and near future (i.e., 2017-2025 model year vehicles).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The first assumption that crash fatalities and serious injuries are proportional to the number of accidents provided the crash conditions remain the same seems self-evident (e.g., if two fatal crashes had exactly the same conditions, then the expected number of fatalities for the two crashes would be twice the value for just one of the crashes). The assumption that the number of accidents are proportional to VMT rather than the number of vehicle registration years (VRY) is also appropriate because accidents cannot occur if the vehicles are not</td>
<td></td>
</tr>
</tbody>
</table>
driven on the road (i.e., VMT = 0). This assumption is qualified however because VMT is more difficult to measure than VRY and therefore may be less accurate. On the other hand the probability of a fatal crash or the number of fatalities in a crash may also depend on the vehicle occupancy.

The second and third assumptions are appropriate provided that it is recognized that it is essentially impossible with currently available knowledge and information to model all of the factors that could affect the probability of fatality in a crash, and that the objective of the analysis is to identify overall trends versus vehicle weight and footprint. In general the probability of fatality depends on other many other factors which have not been modelled (e.g., driver behavior factors, vehicle design factors, roadway design factors, EMT factors), and these unmodeled factors are assumed to be uncorrelated with vehicle weight and footprint, and/or are represented by the other control variables. The latter assumption might or might not be valid.

The fourth assumption is perhaps the weakest because it assumes that future vehicles will have the same design characteristics as past vehicles, and that the characteristics of the vehicle population (e.g., collision partner weight, size, type) will also remain the same. Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.

The induced-exposure data set provided by NHTSA is based on the "non-culpable" vehicle in two-vehicle crashes. It is assumed that the dataset is a representative sample of the driver and environmental exposure factors for vehicle use. However, since these cases include moving vehicles, some vehicle-driver-environmental conditions may be under or over represented in this data depending on how they affect the ability of a non-culpable vehicle to avoid a crash. Results in Ref (17) indicated that the estimated effect of weight and size reduction are sensitive to whether the induced-exposure data are based on the Kahane (2003) non-culpable vehicle definition of the Kahane (1997) stopped vehicle definition.
Unfortunately it is not currently possible to test this sensitivity with the NHTSA-provided induced-exposure data.

It is also assumed that the accident data from the 13 or 16 states are representative of all US states. Figure 2.1 in Wenzel (2011b) provides a useful comparison of the distribution of fatalities in the US and 13 states by the nine different crash types.

**ADDITIONAL COMMENTS:**

None come to mind.
### 2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS

<table>
<thead>
<tr>
<th>Question</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td>Reducing the total number of fatalities and serious injuries is desirable from a societal viewpoint. This includes both subject vehicle occupant and collision partner (e.g., other vehicle occupant, pedestrian) fatalities and serious injuries. VMT is a good measure of accident exposure provided that it can be accurately determined. The number of fatalities and serious injuries per accident is a measure of vehicle crashworthiness (i.e., effect of a crash on the subject vehicle occupants) and crash compatibility (i.e., effect of a crash on the other vehicle occupants or vulnerable road users). Subject vehicle occupant fatalities and serious injuries per accident are a measure of the subject vehicle crashworthiness. Collision partner fatalities and serious injuries per accident are a measure of vehicle crash compatibility. The number of accidents per VMT is a measure of the crash avoidance capabilities of a given vehicle.</td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model, might be included in the regression models?</td>
<td>None come to mind.</td>
</tr>
<tr>
<td>Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction.</td>
<td>None come to mind.</td>
</tr>
</tbody>
</table>

### ADDITIONAL COMMENTS:

The underlying reasons for some of the estimated effects are unknown at this time, but presumably involve driver, vehicle, environment or accident factors than have not been controlled for in the Kahane (2011) and Wenzel (2011b) analyses. See, for example, Refs 17 and 23.
<table>
<thead>
<tr>
<th>3. METHODOLOGY AND STATISTICS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.</td>
<td>The logistic regression methods seem to be appropriate. The confidence intervals are based on the logistic regression Wald Chi-Square statistic, which as Kahane (2003, 2011) has demonstrated does not include all sources of variation. However, these confidence intervals are useful because they do provide some indication of the uncertainty in the results. The two-stage results for the 13-state fatalities per crash and 13-state crashes per VMT, and the one-stage result for 13-state fatalities per VMT reported in Tables ES.1 and 6.1 and Figure 2.7 were computed using independent logistic regressions. The differences between the two-stage results and the one-stage results for fatalities per crash could have been eliminated by using the &quot;simultaneous three-way&quot; logistic regression method described in DRI (2003). This method imposes the constraint that the combined two-stage estimated and the one-stage estimated are equal.</td>
</tr>
<tr>
<td>Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by vehicle model.</td>
<td>The correlations in Section 3 appear to be assessed using the Coefficient of Multiple Determination ($R^2$) based on a linear fit to the data (e.g., the correlation between footprint versus curb weight in Figure 3.1 on p. 32). The linear regression model attributes the differences between the dependent variable (vertical axis) and the linear fit to the independent variable (horizontal axis) to random effects. If there is no preference as to the choice of independent and dependent variables (e.g., footprint versus curb weight, or curb weight versus footprint), then the linear trend and $R^2$ result would be different if the two variables were interchanged, and having two different yet equally valid results would be undesirable. If the variation in the data can be attributed to both variables (e.g., footprint and curb weight), then it would be better to report the square of the sample correlation coefficient $r^2$, where $r$ is computed according to Eqn (1). The trend lines in these correlation figures should</td>
</tr>
</tbody>
</table>
not be computed using a linear regression. Instead, the trend line should pass through the sample means (i.e., \((x, y)\)), and have a slope equal to the ratio of the sample standard deviations in the data (i.e., \(s_y / s_x\)). Therefore, the reported correlation results do not depend on the ordering of the data variables.

Note this comments does not apply to linear trends indicated in Section 4, for which the Coefficient of Multiple Determination \(R^2\) seems appropriate.

The Coefficient of Multiple Determination \(R^2\) is frequently used in the Wenzel (2011b) report as an indicator of the statistical importance of a linear trend (e.g., \(R^2\) values in Tables 4.1 and 4.2 were compared to 0.3). It would be better to report the standard error, confidence interval, and/or probability value as measures of the statistical significance of a linear trend.

<table>
<thead>
<tr>
<th>Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression estimates are random numbers which have an unknown expected value and variance, and known sample value and standard error. If the sample value can be explained by a zero expected value and known standard error then the result is considered not statistically significantly different than zero and therefore the result is not considered to be statistically significant. However, if we can combine this estimate with other estimates then the unknown expected values and variances can also be combined using the same transformation, and the statistical significance of the combined result can be tested. Therefore, depending on the sample values and inter-correlation, the combined result may be statistically significant even if the individual estimates are not statistically significant. For example, the results from each of the nine different crash types can be combined into an overall estimate and the standard error calculated assuming that the results for each crash type are independent of each other. Then the statistical significance of the combined effect can be</td>
</tr>
</tbody>
</table>
How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?

| determined.  
| However, and Kahane (2011) points out there are two sources of uncertainty in the regression results. The first is the FARS based sampling error which is uncorrelated across crash types because they are based on different fatal cases (Kahane 2011, p. 77). The second is the state based induced-exposure sampling error which is correlated across crash types because they are based on the same induced-exposure cases. Therefore a confidence interval estimated using the "jackknife" method described by Kahane (2011) and accounting for correlation of these two error sources would be more accurate than a simple estimate based on the Wald Chi-Square statistic and assumed independence.  
| The effects of multi-collinearity can be mitigated by 1) obtaining more data, 2) pooling data from different crash type or vehicle types, or 3) reducing the number of regression variables. The first option would require more states (for serious injuries and police-reported accidents), calendar years and/or model years, which would involve added newer data as it becomes available (or using older data). The second option might be to recombine the CUVs and minivans with truck based vans and adding a control variable to compensate for the differences in the vehicles types. The third option might involve removing statistically insignificant control variables or removing control variables that would not be expected to have an effect on the probability of crash or crash outcome (e.g., the side airbag variable is not included in pedestrian crashes because it is not expected to affect pedestrian fatality risk). The number of driver age control variables might be reduced from eight to three (as in the Kahane (1997) and DRI (2002-2005) studies). Finally, a linear curb weight model instead of a two-piece linear model may help to better elucidate the general trend.  
<p>| The Variance Inflation Factor (VIF) has been suggested as a measure of multi-collinearity in the Kahane (2010 and 2011) reports, however this |</p>
<table>
<thead>
<tr>
<th>diagnostic metric does not account for differences in database size (i.e., Options 1 and 2 above). The Wenzel (2011b) report does not discuss the Variance Inflation Factor or report any VIF results.</th>
</tr>
</thead>
</table>

**ADDITIONAL COMMENTS:**

None come to mind.
<table>
<thead>
<tr>
<th>4. DATA SETS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states.</td>
<td>The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the comments in Table 1 on the limitations of this data.</td>
</tr>
<tr>
<td>Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle travelled scaled up from crash data from 13 states, and number of police-reported crashes?</td>
<td>The use of property damage accident data and cases with serious injury from the 13 states seems appropriate (with the noted qualification that the different states may have different accident reporting thresholds and injury reporting criteria). The concerns about the use of data for the 3 additional states (Georgia, Illinois, and New Mexico) have also been noted. In addition, there are also many differences in the coding variables and values used by the different states, which tend to make the recoding to a common data set (either induced-exposure, police-reported accident, or severe injury) imprecise.</td>
</tr>
<tr>
<td>The number of fatal or serious injury cases tends to be much less than the number of induced-exposure cases (and the number of police-reported accidents). Therefore the effective numbers of degrees-of-freedom in the statistical estimates tend to be limited by the available number of fatal or serious injury cases. For example, it would not be possible to estimate the effects of two variables (e.g., just curb weight and footprint) if we had data for only one fatal or serious injury case even if we had thousands of induced-exposure cases. Therefore it is desirable to use data for the entire US in order to get a large sample of fatal cases for the logistic regressions. This then requires the available induced-exposure data (i.e., from 13 states) to be &quot;scaled up&quot; the US level using the method described in Kahane (2003 and 2011). The result is the best currently available estimate of vehicle exposure.</td>
<td>There may be some concerns about the accuracy of the vehicle miles-travelled data because the difficulty estimating the number of vehicle miles travelled at the make-model-year-state level of detail.</td>
</tr>
</tbody>
</table>
ADDITIONAL COMMENTS:

None come to mind.
<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?</td>
<td>The basic methodology described by Kahane (2011) seems appropriate; and the extension by Wenzel (2011b) are also appropriate. However some results using these methods and data are not well understood and need further diagnosis. The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the Table 1 comments on the limitations of this data. The state accident data files tend to have different database variable and coding definitions and criteria, which could confound the results.</td>
</tr>
<tr>
<td>Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis.</td>
<td>The Wenzel (2011b) report provides a valuable supplement to the analysis and results in the Kahane (2011) report.</td>
</tr>
</tbody>
</table>

**ADDITIONAL COMMENTS:**

See additional comments and recommendations in Tables 6 and 7.
<table>
<thead>
<tr>
<th>Section</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Use of $R^2$ is confusing. Suggest using lower case &quot;r&quot; when referring to the sample correlation coefficient (Box, Hunter, Hunter, 1978, P. 61); or upper case R when referring to the regression coefficient of multiple determination (Draper and Smith, 1981, p. 90).</td>
</tr>
<tr>
<td>All</td>
<td>In most cases the reported results are just estimates, but are not described as such. The word &quot;effect&quot; appears several hundred times in this report with the &quot;estimated&quot; or other qualifier. In some cases this may be appropriate and in other cases it is not appropriate. It is recommended that the author review each instance and revise as appropriate.</td>
</tr>
<tr>
<td>All</td>
<td>&quot;Crashworthiness&quot; in most instances should be changed to &quot;crashworthiness and crash compatibility&quot; because the fatalities and/or serious injuries may either be in the subject vehicle (crashworthiness effect) or collision partner (crash compatibility effect).</td>
</tr>
<tr>
<td>4</td>
<td>The statistical significance of the linear trends in Figures 4.1 through 4.9 are not reported. It would be helpful if the confidence intervals or statistical significance of the linear trends were reported, either in addition to or instead of $R^2$. The confidence intervals for the estimated slopes should be added to the results in Tables 4.1 and 4.2.</td>
</tr>
</tbody>
</table>
Table 7. Additional Specific Comments and Recommendations

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Summary, 4</td>
<td>iv, v, 22, 66</td>
<td>Suggest changing &quot;variance in risk&quot; to &quot;variation in risk&quot; throughout.</td>
</tr>
<tr>
<td>Executive Summary, 6</td>
<td>vii, 63</td>
<td>The statement &quot;In conclusion, casualty risk per crash is not necessarily a better metric than fatality risk per VMT for evaluating the effect of mass or footprint reduction on risk; rather, it provides a different perspective in assessing the benefits or drawbacks of mass and footprint reduction on safety in vehicles. However, it does allow the separation of risk per VMT to be separated into its two components, crash frequency and risk per crash&quot; suggests that the casualty risk per crash metric was needed in order to assess the crash frequency and risk per crash, which is incorrect. The DRI (2003-2012) methods have also estimated the effects of weight and size on crash frequency (A/E) and risk per crash (F/E) in terms of fatalities.</td>
</tr>
<tr>
<td>5.3</td>
<td>49</td>
<td>It would be helpful to list the 18 manufacturer dummy variables in a table.</td>
</tr>
<tr>
<td>5.3</td>
<td>48-49</td>
<td>It is unclear why Lexus, Acura, and Infinity are treated as separate manufacturers, but Cadillac and Lincoln are not.</td>
</tr>
<tr>
<td>5.3</td>
<td>49</td>
<td>It is unclear why AM General is considered a Chrysler brand. The AM General Hummer was sold by GM beginning with the 2003 model year.</td>
</tr>
</tbody>
</table>
August 9, 2012

MEMORANDUM


FROM: Cheryl Caffrey, Assessment and Standards Division
Office of Transportation and Air Quality, U.S. Environmental Protection Agency

The *LBNL Phase 1 and 2 Reports* were reviewed by Donna Chen and Kara Kockelman (University of Texas at Austin), Charles Farmer (Insurance Institute for Highway Safety, David Greene (Oak Ridge National Laboratory), and Michael Van Auken (Dynamic Research, Inc.).

This memo includes a compilation of comments prepared by SRA International; LBNL’s responses to, and actions in response to, those comments are interspersed with the comments and noted by [LBNL].
### Assessment of NHTSA’s Report

**“Relationships Between Fatality Risk, Mass, and Footprint in Model Year 2000-2007 Passenger Cars and LTVs” (LBNL Phase 1 Report)**

<table>
<thead>
<tr>
<th>1. ASSUMPTIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution. | **[Chen and Kockelman]** [1] The report does a nice job discussing recent trends in vehicles, such as the increase of ESC, side airbags, and light truck crash compatibility with passenger cars – which will improve safety outcomes for all vehicles, but perhaps most significantly the smaller and lighter vehicles. It also mentions the phasing out of the lightest and smallest vehicles between model years 2000-2007 (but doesn’t mention the makes and models somehow), which were particularly poor safety performers in the past. However, with the introduction of urban commuter vehicles, such as the SmartCar, Mini Cooper, and Fiat 500m, and the growing popularity of smaller, fuel-efficient compact vehicles following gas price increases, this trend does not seem so obvious. Such vehicles should be discussed.  

**[LBNL]** The vehicles mentioned were particular models of small light vehicles that had poor on-road safety records. However as Figures 4.7 and 4.10 indicate, there are several recent car models weighing less than 2,500 lbs that have fatality risks similar to models weighing 1,000 lbs more, even after accounting for all differences in vehicle, driver and crash characteristics except mass and footprint.

[2] The simplistic logistic model employed in this analysis only accounts for two crash outcomes (fatal versus non-fatal) and so neglects the more detailed, and ordered nature of injury severity data, which is unfortunate. The model also assumes error-term homoscedasticity from one crash or individual to the next; in reality certain vehicle types (e.g., pickups) and crash contexts (e.g., high speed crashes) have more uncertainty associated with their severity outcomes. It would be good to point out such limitations for readers.  

**[LBNL]** The LBNL Phase 1 report followed the methodology of the NHTSA 2011 report, which analyzes the estimated relationships between vehicle mass, footprint and US fatalities per VMT. The LBNL Phase 2 report analyzes the relationships between vehicle mass, footprint, and casualties, defined as fatalities plus serious or incapacitating injuries. The effects on other injury severities (i.e. minor injuries) were not analyzed because of the differences in reporting of injury severity in the thirteen states.

**[Van Auken]** The basic assumptions, methodology, and data are primarily the same as in the Kahane (2011) report.
report. These include the following:

1) The probability of a crash fatality is proportional to the vehicle miles travelled (VMT), except as noted in Section 5.1
2) The logarithm of probability of fatality per VMT for a given curb weight, footprint, and control variable values varies as a linear combination of the curb weight, footprint, and control variables within the domain of the data.
3) The logistic regression methods determine a maximum likelihood estimate of model coefficients.
4) It is assumed that the above relationships remain constant in the recent past (i.e., 2000-2007 model year vehicles in the 2002-2008 calendar years), present, and near future (i.e., 2017-2025 model year vehicles).

The first assumption that crash fatalities are proportional to VMT rather than the number of vehicle registration years (VRY) is appropriate because the fatalities cannot occur if the vehicles are not driven on the road (i.e., VMT = 0). This assumption is qualified however because VMT is more difficult to measure than VRY and therefore may be less accurate. On the other hand the probability of a fatal crash or the number of fatalities in a crash may also depend on the vehicle occupancy. The analysis in Section 5.1 is a commendable attempt to explore the sensitivity to this assumption, however the Kahane (1997) and DRI (2003-2005) reports have shown that some driver, vehicle, and environmental factors may be underrepresented or overrepresented in unweighted induced-exposure data. VRY could have also been considered as a measure of exposure.

[LBNL] NHTSA and LBNL used vehicle miles traveled, rather than vehicle registration-years, as the measure of exposure because a vehicle that is not driven has zero risk. Nonetheless, LBNL conducted a sensitivity using vehicle registration years rather than VMT as the measure of exposure. This alternative resulted in lower estimated effects of mass reduction on risk in lighter cars and light trucks, no change in CUVs/minivans, but a substantially higher estimated effect of mass reduction in heavier cars (from an estimated 0.51% increase in risk to an estimated 2.40% increase in risk, as shown in Alternative 6 in new Table ES.1).

The second and third assumptions are appropriate provided that it is recognized that it is essentially impossible with currently available knowledge and information to model all of the factors that could affect the probability of fatality in a crash, and that the objective of the analysis is to identify overall trends versus vehicle weight and footprint. In general the probability of fatality depends on other many other factors which have not been modeled (e.g., driver behavior factors, vehicle design factors, roadway design factors, EMT factors) and these unmodeled factors are assumed to be uncorrelated with vehicle weight and footprint,
and/or are represented by the other control variables. The latter assumption might or might not be valid.

The fourth assumption is perhaps the weakest because it assumes that future vehicles will have the same design characteristics as past vehicles, and that the characteristics of the vehicle population (e.g., collision partner weight, size, type) will also remain the same. A commendable attempt to partially address this effect is described in Section 6. These effects can be perhaps better addressed by the "Volpe model" described in Kahane (2011) of the Honda-DRI fleet systems model described in Refs (2324), which can be used to forecast the effects of mass reductions of individual makes and models on a year-by-year basis.

Please comment on any apparent unstated or implicit assumptions and related caveats or limitations.

| [Chen and Kockelman] | The role of driver behavior is briefly addressed in the report but not emphasized sufficiently. Fatality risk is a combination of driver, vehicle, and roadway characteristics. Driver behavioral differences are many and do not solely exist for pickup truck drivers versus car drivers. Socioeconomic data such driver household income, size, and education influence driver attitudes and driving environments. For example, Chen et al. (2010) found that crash risk increases for those living in socioeconomically disadvantaged areas (including households more likely to drive less expensive and older vehicles). Though such data is not typically available in state and national crash databases, the importance of these driver and environmental characteristics on crash rates (per mile driven) and fatality risk should be stressed in both reports. It is clearly very difficult to control for, but a major caveat to the NHTSA (& now LBNL) results. We expect that crash severity could be probably be lower for many of the small cars and pickups if they were driven by those who tend to drive more expensive vehicles, under the same settings (e.g., daytime, urban freeway). Similarly, in the second LBNL report (which uses VMT estimates), we expect that crash rates would probably be lower for these types of driver-vehicle-setting combinations. |
| [LBNL] | We agree that it would be preferable to include additional variables that account for driver behavior rather than just driver age and gender. However, variables such as driver age, gender, or other socio-economic characteristics probably have a less direct effect on risk than the actual driving skill or behavior of individual drivers. The FARS data includes information on whether alcohol or drug use, or speeding or reckless driving, was a factor in the current crash, as well as the driver’s record for the last three years. NHTSA 2003 found that including a “bad driver” rating variable comprised of 8 of these variables did not have an appreciable effect on the relationship between vehicle mass and risk. Although these variables are included in the FARS fatal crash records, they are not included in the state crash databases, so a similar variable cannot be used in the regression models. However, Alternative 12 in new Table ES.2, and the third column in new Figure 5.14, indicates that excluding bad drivers (after also excluding reported driver alcohol or drug use) results in additional estimated increases in fatality risk as vehicle mass decreases, and estimated decreases in risk as |
vehicle footprint decreases. LBNL believes that driver behavior in the current crash and their recent driving record, and not general socio-economic information, is the best available measure to account for the effect driver skill and behavior has on risk in individual vehicles.

Nonetheless, LBNL explored the effect of adding a control variable for one additional driver socio-economic characteristic, household income. Unfortunately, crash data do not include household income of vehicle drivers. FARS includes the driver’s zip code, from his or her license, which could be merged with US Census data by zip code to obtain the average median income of households in a particular zip code. However, very few states include driver zip code in their databases of police-reported crashes.

Kweon and Kockelman (2003) merged police-reported crash data from GES with household demographic data, including household income, from the National Household Travel Survey (NHTS), to examine crash rates per annual VMT by driver age, gender, and vehicle type. Each dataset includes population weights to derive national estimates of crashes and households, which the authors use to estimate national crash rates for driver age, gender and vehicle type. However, there are several limitations with the NHTS data. First, the survey includes only 25,000 national households, supplemented by an additional 124,000 households from “add-on” state and municipal jurisdictions. The national weights provided in the NHTS most likely do not represent the national distribution of vehicle registrations by make and model. Second, 30% of the households in the 2009 NHTS reported income “over $100,000”; using the income bins provided in the NHTS to estimate household income will likely understate the actual income of the households participating in the survey.

Chen el al (2010) made use of an Australian survey of 20,000 young adult drivers that asked questions regarding driving behavior. The injury severity of 127 of these participants who were admitted to hospitals after a vehicle crash was analyzed as a function of socio-economic status. The socio-economic status of the drivers was based on average or median values from the zip code where they (or their parents, since most were at University) lived.

Using 2010 California vehicle registration data, LBNL calculated the median household income by registered owner’s zip code, using 2000 census data, then took the average household income by vehicle make and model. Predicted US fatality risk is correlated with this measure of average household income by vehicle model, with risk decreasing as income increases; the correlation is highest for cars and CUVs, with an $R^2$ of 0.60 (or a correlation coefficient $r$ of 0.77) or higher, as shown in new Figure 4.20 and the first column of new Table 4.7. However, while income tends to increase as mass increases, the correlation is not strong ($R^2$ is highest for 4-door cars, at 0.16, and CUVs, at 0.19, as shown in new Figure 4.21 and the middle columns of new Table 4.7).
As with predicted fatality risk, there is a wide range in the average income of households owning vehicle models with similar mass. This analysis is summarized at the end of Section 4 of the Final Phase 1 report.

Using average household income by vehicle model, rather than driver alcohol or drug use, or reckless driving, as an alternative indicator of driver behavior substantially reduces the estimated detrimental effect of mass reduction on risk in cars, and slightly increases the estimated detrimental effect of mass reduction on risk in light trucks. This analysis is summarized at the end of Section 5.4 of the Final Phase 1 report.

[Farmer] The statistical models assume no interaction between the vehicle size/weight measures and any of the numerous covariates, but this may not be true. For example, size/weight reductions may differently affect vehicles with and without ESC if they affect vehicle handling. It is risky to make statements such as that on p. 11 of the Phase I report: *Therefore, the mass of a lighter car could be reduced by 800 lbs while adding ESC, without increasing fatality risk.*

[BNL] The sentence has been revised to: “For instance, a 100-lb reduction in curb weight for an underweight car is estimated to increase risk by 1.4%, while installing ESC would reduce risk by 11.4%; the models estimate that the beneficial effect of adding ESC is nearly ten times that of reducing mass by 100 lbs. “

[Van Auken] The induced-exposure data set provided by NHTSA is based on the "non-culpable" vehicle in two-vehicle crashes. It is assumed that the dataset is a representative sample of the driver and environmental exposure factors for vehicle use. However, since these cases include moving vehicles, some vehicle-driver-environmental conditions may be under or over represented in this data depending on how they affect the ability of a non-culpable vehicle to avoid a crash. Results in Ref (17) indicate that the estimated effect of weight and size reduction are sensitive to whether the induced-exposure data are based on the Kahane (2003) non-culpable vehicle definition of the Kahane (1996) stopped vehicle definition. Unfortunately it is not currently possible to test this sensitivity with the NHTSA-provided induced-exposure data.

[BNL] NHTSA developed vehicle miles traveled weighting factors for induced exposure cases based on stopped, rather than non-culpable, vehicles. BNL investigated what effect this alternative method of exposure has on the estimated effect of mass or footprint reduction on risk, in Alternative 15 in Table ES.3 and Section 5.6 in the Final Phase 1 report.
ADDITIONAL COMMENTS:

<table>
<thead>
<tr>
<th>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td>[Chen and Kockelman] [1] As alluded to above, a primary concern is that the NHTSA analysis (&amp; thus the LBNL analyses) largely neglect the idea that vehicle type (make &amp; model) is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel, and gender &amp; age simply aren’t enough to control for such distinctions. Education, risk aversion, ability, wealth, etc., are important covariates. But existing data sets are quite limiting (though the MVOSS &amp; FAR with 3-year driver violation history do offer some valuable insights, not discussed in these reports). In reality, small cars may be less crash prone than Kahane’s &amp; Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Such key caveats need thoughtful discussion. Four relevant papers on the topics of crash frequency and vehicle size-and-weight implications (by Knipling, Kweon &amp; Kockelman, Wang and Kockelman, and Chen &amp; Kockelman) have been sent to Tom Wenzel. These all include useful literature reviews for further connections to useful findings for citation in the reports, as time allows the contractor.</td>
</tr>
</tbody>
</table>

[LBNL] As discussed above, LBNL believes that driver behavior in the current crash and their recent driving record, and not general socio-economic information, is the best available measure to account for the effect driver skill and behavior have on risk in individual vehicles. As described in Section 5.4, LBNL used this measure of driver behavior in one of its sensitivity analyses in the draft final report. Nonetheless, LBNL examined the effect of including a measure of driver household income on risk in Section 5.4 in the Final Phase 1 report.

[2] The grouping of the vehicles into heavier- and lighter-than-average weight categories essentially splits a “typical” weight vehicle of that type into two categories. The impacts of curb weight and footprint on fatality risk may be easier to interpret if the vehicles were grouped into 3 weight categories (light, average, and heavy) & by type (with the average category representing vehicles within one standard deviation of average weight). Furthermore, the grouping of CUVs and minivans into the same vehicle type category neglects the fact that these vehicles have faced rather different ground clearance requirements (impacting rollover potential), door types (sliding vs. standard), and, perhaps most importantly, can appeal to different types of drivers (as indicated in the market shift of car drivers to CUV drivers).

[LBNL] As described in NHTSA 2011, NHTSA included CUVs and minivans in the same vehicle category in part because in most respects they are more “car-like” than conventional light-duty trucks (i.e. pickups, SUVs, and
**fullsize vans.** A MINIVAN indicator variable is included in the regressions to estimate the separate effect of minivan vs. CUV mass reduction on risk. The relatively small number of CUVs and minivans during the analysis period precludes them from being separated into two distinct groups for analysis.

**Farmer** One needs to restrict control variables to those that are available and reliable. A problem when combining state databases is that the states often are not consistent as to the variables coded and the definitions of those variables. This severely limits the list of possible control variables.

**LBNL** The control variables used from the state crash databases are either derived from the VIN, or based on the driver age and gender, or the time or location of the crash. LBNL believes that these variables are consistently coded among the thirteen states.

**Van Auken** [1] The main metric used in both the Kahane (2011) and Wenzel (2011a) reports is the total number of fatalities (except as noted). Reducing the total number of fatalities, which includes both subject vehicle occupants and collision partner fatalities, is desirable from a societal viewpoint. Fatal crash occurrence is related to the total number of fatalities, which has been used by Kahane (2003, 2011) to address concerns about double counting.

[2] VMT is a good measure of accident exposure provided that it can be accurately determined. [Note: This peer review does not address the Wenzel (2011b) companion report (Ref 3) which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]

| What additional control variables, such as vehicle make or model, might be included in the regression models? | **Chen and Kockelman** [1] Vehicle height, a variable which may be more valuable than vehicle type for similarly structured vehicles such as sedans, wagons, CUVs, and minivans, would be a valuable control variable. In addition to a wider track, a lower center of gravity also increases vehicle stability, thereby reducing the risk of rollover. Relevant literature & findings exist, and should be cited.

**LBNL** The propensity for a vehicle to roll over increases as its center of gravity increases (and static stability factor decreases), while risk in frontal crashes may decline as bumper height increases (and the degree of overlap with the bumper of a crash partner increases). However, overall vehicle height is only a crude proxy for these two other vehicle dimensions that are thought to correlate with safety, and therefore was not included in the regression models.

[2] Other variables which have been found in past studies to influence fatality risk such as seat belt use, |
roadway geometry and division type are not included in this study (which is largely a repeat of the NHTSA study, as specifically contracted by the EPA).

[LBNL] Seat belt use was not included as a control variable because it is notoriously under-reported for non-fatal injuries. Roadway geometry and roadway division were not included because they are not consistently reported or coded in the state databases of police-reported crashes used to develop the induced exposure cases.

[3] To account for driver characteristics that contribute to fatality risk, socioeconomic variables such as household income, education, household size, etc. would be valuable additions. Unfortunately, both state and national crash databases typically do not include such information (outside of MVOSS). Such issues should be flagged for readers. It seems the contractor has done his duty, and the key limitations lie with the original methodology he was to essentially duplicate.

[LBNL] As discussed above, LBNL believes that driver behavior in the current crash and their recent driving record, and not general socio-economic information, is the best available measure to account for the effect driver skill and behavior have on risk in individual vehicles. As described in Section 5.4, LBNL used this measure of driver behavior in one of its sensitivity analyses in the draft final report. Nonetheless, LBNL examined the effect of including a measure of driver household income on risk in Section 5.4 in the Final Phase 1 report.

<table>
<thead>
<tr>
<th>Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction.</th>
<th>[Chen and Kockelman] Please see above comment (in Assumptions section) regarding driver behavior and environment.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[LBNL] As discussed above, an additional sensitivity analysis was run using a control variable for household income, based on California vehicle registration data in 2010.</td>
</tr>
<tr>
<td></td>
<td>[Farmer] Model overspecification could be the reason for results that are non-intuitive, especially in the Phase II analyses of police-reported crashes. Control variables may be correlated with each other or with the size and weight variables. For example, Figure 2.9 of the Phase I report implies that torso side airbags increase fatality risk in CUVs.</td>
</tr>
<tr>
<td></td>
<td>[LBNL] It is possible that inclusion of too many control variables leads to non-intuitive results in certain cases. This problem might be resolved by removing control variables (other than vehicle weight or footprint) that are</td>
</tr>
</tbody>
</table>

168
not statistically significant. The example cited suggests that torso side airbags increase fatality risk in CUVs/minivans by an estimated 0.7%, is a small effect, and not statistically-significant. NHTSA and LBNL ran a sensitivity where non-significant control variables are removed; this sensitivity has only a small effect on the original estimates, as shown in Alternative 19 in Table ES.3 and in Section 5.6.

ADDITIONAL COMMENTS:

[Chen and Kockelman] Table 2.1 has many indicator variables labeled as “C” for continuous variable (such as ABS, ESC, AWD, DRVMALE, etc). These C’s should be removed.

[LBNL] These vehicle variables are continuous because, for some models, the VIN does not indicate whether a particular vehicle is equipped with that option or not. In these cases the fraction of that model that is equipped with the particular feature is used. On the other hand, the DRVMALE variable is always a discrete variable, and is now coded as such in the table.

[Van Auken] The underlying reasons for some of the estimated effects are unknown at this time, but presumably involve driver, vehicles, environment or accident factors that have not been controlled for in the Kahane (2011) and Wenzel analyses. See, for example, Refs 17 and 25.

[LBNL] The report notes that other vehicle, driver, or crash characteristics may account for the remaining residual risk not explained by the control variables included in the regression models. As discussed above, additional sensitivity analyses were run using an alternative control variable for vehicle characteristics, initial vehicle purchase price (using values in Polk’s VIN decoding software), and an alternative control variable for driver behavior, household income (based on California vehicle registration data in 2010). The results of these sensitivities are included in Sections 5.2 and 5.4 in the Final Phase 1 report.
<table>
<thead>
<tr>
<th>3. METHODOLOGY AND STATISTICS</th>
<th>COMMENTS</th>
</tr>
</thead>
</table>
| Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash. | [Chen and Kockelman] The report assesses the NHTSA 2011 study in a fair amount of detail and seeks to introduce some additional analyses to better examine the relationship between mass, footprint, and fatality risks. However, due to a lack of control for very specific vehicle differences (which vary by make & sub-model), the exclusion of driver characteristics and crash setting details (which cannot always be controlled for, but are often correlated with vehicle type), the effects of downweighting vehicles and/or shifting vehicle styles and sizes may be overestimated. Simply changing the vehicle on a risky driver in a high-risk setting is unlikely to influence outcomes significantly.  

[LBRL] As discussed above, additional sensitivity analyses were run using an alternative control variable for vehicle characteristics, initial vehicle purchase price (using values in Polk’s VIN decoding software), and an alternative control variable for driver behavior, household income (based on California vehicle registration data in 2010). The results of these sensitivities are included in Sections 5.2 and 5.4 in the Final Phase 1 report.  

[Van Auken] The logistic regression methods seem to be appropriate. The confidence intervals are based on the logistic regression Wald Chi-Square statistic, which as Kahane (2003, 2011) has demonstrated does not include all sources of variation. However, these confidence intervals are useful because they do provide some indication of the uncertainty in the results. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.] |
| Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by vehicle model. | [Chen and Kockelman] [1] In the alternative measures of exposure, the author examines the effect of vehicle manufacturer on fatality risk and treats the luxury models produced by Toyota, Honda, and Nissan as separate manufacturers. However, domestic luxury brands (such as Cadillac & Lincoln) are categorized with their nameplate manufacturers (GM and Ford), which appears inconsistent.  

[LBRL] The analysis has been revised to include the luxury models Lexus, Acura, and Infiniti with their nameplate manufacturers Toyota, Honda, and Nissan. An additional sensitivity was conducted using separate indicator variables for the five luxury brands Lexus, Acura, Infiniti, Cadillac, and Lincoln. Adding variables for the five luxury brands increases the estimated detrimental effect of mass reduction on risk for lighter cars (from 1.55% to 2.04 %), and dramatically increases the estimated detrimental effect of mass reduction on risk for heavier cars (from 0.51% in NHTSA’s preferred model, to 0.75% after including 14 major vehicle makes, to 1.80% after including 14 makes plus the five luxury brands), as shown in Alternative 8 in Table ES.2. The vehicle manufacturer variables have little effect on the estimated effect of lighter light truck mass reduction, but both |
analyses reduce the slightly beneficial estimated effect of mass reduction in heavier light trucks. Including the manufacturer variables changes the estimated effect of mass reduction in CUVs/minivans from an estimated 0.38% reduction in risk to an estimated 1.62% or 1.28% increase in risk).

LBNL also examined the effect of replacing the vehicle make indicator variables with a single continuous variable for vehicle initial purchase price, taken from the Polk VIN decoder. Initial purchase price can be seen as a proxy for the general quality of vehicle design; we expect that more expensive vehicles will have lower risk than less expensive vehicles. Replacing the vehicle make variables with the variable for purchase price slightly reduces the estimated effect of mass reduction on lighter cars and light trucks, increases the estimated effect of mass reduction in heavier cars (from 0.51% to 0.84%), and substantially decreases the estimated effect of mass reduction in CUVs/minivans (from a 0.38% reduction in risk to a 0.92% reduction in risk). This analysis is summarized in Section 5.2 of the Final Phase 1 report.

[2] The effect of calendar year variables on fatality risk may be overestimated here, since VMT is tracked by vehicle model and not by calendar year. The trend of greatest fatality risk reductions in light trucks, CUVs and minivans with increasing calendar year may simply be a reflection of rising gas prices in combination with the ailing economy contributing to lower VMT (in these relatively low-fuel-economy vehicles).

[**LBNL**] As discussed in Section 5.3 of the LBNL Final Phase 1 report, the VMT weights NHTSA developed do not reflect the reduction in driving that occurred in 2008 (as shown in Figure 5.9). Therefore, the large reduction in risk estimated by the CY08 variables likely is the result of less driving in that year, and not the result of widespread changes in the fleet of vehicles on the road as potential crash partners, as NHTSA has surmised/postulated. However, the lower VMT in CY08 does not explain the consistent trend in reduced estimated fatality risk over the other calendar years.

[3] It is unclear how the author determined the various percentage replacements of vehicle types in the aggressive vehicle market share shift scenario. (For example, why are 50% of SUVs replaced by CUVs and 60% of small pickups replaced by CUVs? The CUV is a more natural replacement for an SUV, and an SUV a more natural replacement for a pickup.)

*The aggressive shift in market share scenario was selected to maximize replacement of truck-based vehicles, such as pickups and SUVs, with car-based vehicles, such as CUVs and minivans, that tend to be safer and have*
higher fuel economy than truck-based vehicles.

[Van Auken] [1] The correlations in Section 3 appear to be assessed using the Coefficient of Multiple Determination \( R^2 \) based on a linear fit to the data (e.g., the correlation between footprint versus curb weight in Figure 3.1 on p. 14). The linear regression model attributes the differences between the dependent variable (vertical axis) and the linear fit to the independent variable (horizontal axis) to random effects. If there is no preference as to the choice of independent and dependent variables (e.g., footprint versus curb weight, or curb weight versus footprint), then the linear trend and \( R^2 \) result would be different if the two variables were interchanged, and having two different yet equally valid results would be undesirable.

[LBNL] The \( R^2 \) values are the same if the two variables are interchanged.

[2] If the variation in the data can be attributed to both variables (e.g., footprint and curb weight), then it would be better to report the square of the sample correlation coefficient \( r^2 \), where \( r \) is computed according to Eqn (1). The trend lines in these correlation figures should not be computed using a linear regression. Instead, the trend line should pass through the sample means (i.e. \( (x, y) \)), and have a slope equal to the ratio of the sample standard deviations in the data (i.e., \( s_x/s_y \)). Therefore, the reported correlation results do not depend on the ordering of the data variables.

[LBNL] Again, the \( R^2 \) values are the same if the two variables are interchanged. The \( R^2 \) values in Figures 3.1 and 3.2, and Figures 4.1 through 4.5, have been replaced with the correlation coefficient \( r \), and a new Table 3.1 has been added to Section 3 that lists \( r \) and VIF for curb weight and footprint by vehicle type.

Note this comments does not apply to linear trends indicated in Section 4, for which the Coefficient of Multiple Determination \( R^2 \) seems appropriate.

[3] The Coefficient of Multiple Determination \( R^2 \) is frequently used in the Wenzel (2011a) report as an indicator of the statistical importance of a linear trend (e.g., \( R^2 \) values in Tables 4.1 and 4.2 that are greater than 0.3 are shown in blue font). It would be better to report the standard error, confidence interval, and/or probability value as measures of the statistical significance of a linear trend.

[LBNL] Whether the estimated relationships shown in Tables 4.1 and 4.2 in the Final Draft report are statistically significant has been added to the tables (see new Tables 4.2 and 4.4 in the Final Phase 1 report). However, the point of the section is to indicate that, while the relationship may be statistically significant on
Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction.  

[Chen and Kockelman] First, the t-statistics are not provided in the report which makes it difficult for the reader to assess statistical significance of specific regression estimates (except where noted by the author). Second, inclusion of a statistically insignificant variable can influence the estimates of coefficients associated with related variables. Nevertheless, in general, it is best to keep insignificant estimates if one has a strong defense for their role, since removing such variables (& thus their parameters) will shift the burden of response to a correlated covariate’s parameter, thus biasing the latter. We generally keep key covariates in a model up to a pvalue of 0.20 or 0.25 or so, especially in relatively small data sets (e.g., n < 1,000). Covariates for which we have no strong basis can be removed for p values > 0.10.

[LBNL] The 95% confidence intervals are included in every figure in the document, to indicate whether the estimated variable is statistically different from zero.

NHTSA is planning to run a sensitivity where non-significant control variables are removed; LBNL will run similar sensitivities for its revisions to its Phase 1 and Phase 2 reports.

[Van Auken] Regression estimates are random numbers which have an unknown expected value and variance, and known sample value and standard error. If the sample value can be explained by a zero expected value and known standard error then the result is considered not statistically significantly different than zero and therefore the result is not considered to be statistically significant. However, if we can combine this estimate with other estimates then the unknown expected values and variances can also be combined using the same transformation, and the statistical significance of the combined result can be tested. Therefore, depending on the sample values and inter-correlation, the combined result may be statistically significant even if the individual estimates are not statistically significant.

For example, the results from each of the nine different crash types can be combined into an overall estimate and the standard error calculated assuming that the results for each crash type are independent of each other. Then the statistical significance of the combined effect can be determined.

However, and Kahane (2011) points out there are two sources of uncertainty in the regression results. The first is the FARS based sampling error which is uncorrelated across crash types because they are based on
different fatal cases (Kahane 2011, p. 77). The second is the state based include-exposure sampling error which is correlated across crash types because they are based on the same included-exposure cases. Therefore a confidence interval estimated using the jackknife method described by Kahane (2011) and accounting for correlation of these two error sources would be more accurate than a simple estimate based on the Wald Chi-Square statistic and assumed independence.

[**LBNL**] LBNL agrees that NHTSA’s jack-knife method is a preferable method of estimating confidence intervals; however, the jack-knife method obtains even larger estimates of uncertainty than using the standard errors output from the regression models.

| How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis? | **Chen and Kockelman** | Including more vehicle-specific characteristics (such as vehicle height and engine size) reduces the analysis’ dependence on vehicle type, since vehicle shapes and structures will continue to evolve. There is also correlation with context (e.g., pickups are driven in more rural locations, with greater hazards [like less lighting, higher speed, & few medians]). Disaggregate data are almost always best, to avoid ecological fallacies & such.

[**LBNL**] As discussed above, overall vehicle height is only a crude proxy for two vehicle dimensions, center of gravity and bumper height, that are thought to correlate with safety in rollover and two-vehicle crashes, respectively, and therefore was not included in the regression models. Other vehicle attributes that might affect risk are engine power-to-weight ratio, braking distance, and handling capabilities; LBNL may examine the effect of these accounting for these vehicle attributes in future analyses.

LBNL’s analysis does account for whether a vehicle is driven in a rural area, defined as a county in which the population density is less than 250 residents per square mile of land area.

[**Van Auken**] [1] The effects of multi-collinearity can be mitigated by 1) obtaining more data, 2) pooling data from different crash type or vehicle types, or 3) reducing the number of regression variables. The first option would require more calendar years and/or model years, which would involve added newer data as it becomes available (or using older data). The second option might be to recombine the CUVs and minivans with truck based vans and adding a control variable to compensate for the differences in the vehicles types. The third option might involve removing statistically insignificant control variables or removing control variables that would not be expected to have an effect on the probability of fatality in the crash (e.g., the side airbag variable.
is not included in pedestrian crashes because it is not expected to affect pedestrian fatality risk). The number
of driver age control variables might be reduced from eight to three (as in the Kahane (1997) and DRI (2002-
2005) studies). Finally, a linear curb weight model instead of a two-piece linear model may help to better
elucidate the general trend.

[2] The Variance Inflation Factor (VIF) has been suggested as a measure of multi-collinearity in the Kahane
(2010 and 2011) reports, however this diagnostic metric does not account for differences in database size (i.e.,
Options 1 and 2 above). The Wenzel (2011a) report does not discuss the Variance Inflation Factor or report
any VIF results.

[LBNL] A table of VIF results, Table 3.1, has been added to the Final Phase 1 report.

ADDITIONAL COMMENTS:

[Chen and Kockelman] On page 55, it is unclear what is meant by “however; if anything, reduction of this type of fatality will increase detrimental effect of mass reduction in cars.”

[LBNL] Full adoption of ESC is expected to reduce the number of, and fatalities in, rollovers and one-vehicle crashes. Because rollovers and one-vehicle crashes are the only types of crashes in which mass reduction is estimated to reduce fatality risk, reducing the number of these fatalities by full adoption of ESC increases the net estimated effect of mass reduction over all types of crashes. Similarly, full adoption of side airbags is estimated to reduce the number of fatalities in side impact crashes, as least for cars (Figure 6.4). However, Figure 6.7 indicates that the estimated effect of mass reduction on risk when a car is struck in the side is the same or lower than when a car is involved in a fatal crash. Therefore the reduction in the number of side impact fatalities expected from full adoption of side airbags will likely increase the estimated effect of mass reduction on risk across all types of crashes.
4. DATA SETS

Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states.

| [Chen and Kockelman] | [1] The acquisition of Polk data for VMT estimates by make & model is valuable, and a contribution to the literature. However, these estimates come from vehicles found in repair shops in non-attainment areas, and so will be biased towards problem-prone vehicles, wealthier households who service their vehicles more regularly, and/or urban (smoggier) areas. Such issues merit careful discussion in the paper, so that readers are well aware of caveats. |
| [LBNL] | The largest source of vehicles in the Polk odometer data are vehicles that report for a regularly-scheduled vehicle emission inspection and maintenance (I/M) program inspection. In urban areas with poor air quality, all eligible vehicles are required to report for inspection every one or two years. While the Polk VMT data may be skewed towards urban areas (which typically include suburban areas, and sometimes rural areas, depending on the state I/M program), they are not biased towards problem-prone vehicles or those owned by wealthier households. |

[2] Related to this, Tom Wenzel indicated (by phone) that he did take a look at CA’s extensive odometer reads, which go into some semi-rural locations (not too rural), and he indicated that the VMT values by vehicle type (not controlling for HH attributes & such) are very similar (just 5% longer in rural areas) — except for vans (which are used much more extensively in rural areas). This is interesting to me, and is not that different from what we’ve seen in the past. For example, Kockelman & Zhao’s JTS paper from 2000 (pre-print at http://www.ce.utexas.edu/prof/kockelman/public_html/BTSJournalLDTs.pdf) suggests that, after controlling for various HH attributes & vehicle types, density is/was still very important (tables 1 & 2), but a shift from a density of 1k to 5k persons per sq mile (which is 1.5 vs. 7.8 persons per acre) means an increase of 750 mi/yr/vehicle (which is about 7.5% of annual VMT). Such differences, and their practical significance (or lack thereof) should be discussed in the reports.

| [LBNL] | The vehicle mile traveled weights NHTSA assigns to each vehicle in the induced exposure dataset are based on the average odometer reading by vehicle make, model, and year from a database of odometer readings provided by Polk. Many of these odometer readings were obtained through state-run emissions inspection/maintenance programs, which tend to operate in urban areas of states with poor air quality. In a previous analysis LBNL (LBNL 2011a) found that vehicles registered in rural counties (<200 population per square mile) are driven between 2% and 8% more miles than vehicles registered in urban counties (>200 population per square mile), depending on vehicle type (full size vans registered in urban counties are driven 3%
more miles than those registered in rural counties; however this difference is not statistically significant). Therefore the Polk database of odometer readings is likely skewed towards vehicles driven in urban areas, which tend to be driven fewer miles than comparable vehicles registered in rural areas.

An additional limitation of the VMT weights developed by NHTSA is that they do not account for the reduction in miles driven in response to higher gas prices and the economic recession in 2008, as noted in Section 5.3 of LBNL’s Final Phase 1 report. However, despite these limitations, the average VMT weights NHTSA has developed are an improvement over the averages used in the 2003 analysis.

[Van Auken] The inducted-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the comments in Table 1 on the limitations of this data. In addition, there are also many differences in the coding variables and values used by the different states, which tend to make the recoding to a common data set imprecise. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]

[LBNL] As discussed above, NHTSA has developed vehicle miles traveled weighting factors for induced exposure cases based on stopped, rather than non-culpable, vehicles. LBNL summarized the effect this alternative method of exposure has on the estimated effect of mass or footprint reduction on risk in Alternative 15 in Table ES.3, and Section 5.6, in the Final Phase 1 report.

Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle traveled scaled up from crash data from 13 states, and number of police-reported crashes?

[Chen and Kockelman] The use of non-culpable vehicles in two-vehicle crashes as a proxy for vehicles which are “just there” may be distorting the overall distribution of vehicle models. VMT may differ between vehicles that are more prone to run-off-road accidents, at-fault two-car crash vehicles, and non-culpable vehicles.

[LBNL] As discussed above, NHTSA has developed vehicle miles traveled weighting factors for induced exposure cases based on stopped, rather than non-culpable, vehicles. LBNL summarized the effect this alternative method of exposure has on the estimated effect of mass or footprint reduction on risk in Alternative 15 in Table ES.3, and Section 5.6, in the Final Phase 1 report.

[Van Auken] [1] The number of fatal cases tends to be much less than the number of induced-exposure cases. Therefore the effective numbers of degrees-of-freedom in the statistical estimates tend to be limited by the
available number of fatal cases. For example, it would not be possible to estimate the effects of two variables (e.g., just curb weight and footprint) if we had data for only one fatal case even if we had thousands of induced-exposure cases. Therefore it is desirable to use data for the entire US in order to get a large sample of fatal cases for the logistic regressions. This then requires the available induced-exposure data (i.e., from 13 states) to be "scaled up" the US level using the method described in Kahane (2003 and 2011). The result is the best currently available estimate of vehicle exposure.

[2] There may be some concerns about the accuracy of the vehicle miles-traveled data because the difficulty estimating the number of vehicle miles travelled at the make-model-year=state level of detail. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash. See Ref 4 for comments on the companion report.]

**ADDITIONAL COMMENTS:**
Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?

<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>[Chen and Kockelman]</strong> While driver fatalities per crash seems a useful measure of vehicle design safety, and examination of fatal crash rates is very valuable (using Polk-based exposure estimates), there are many caveats to work of this type. As noted above: a primary concern remains a neglect of the notion that the type of car is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel. Simply including gender and age variables cannot account for important covariates such as education, risk aversion, driving ability, wealth, etc. In reality, small cars may be less crash prone than Kahane’s and Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Of course, as noted above, it is very difficult to control for all these variables, and the contractor was asked to rely on the original data. In reality, the best the report authors can do with such data sets is to explain how all the other, relevant attributes may factor in (e.g., quality of driver and typical driving settings), and how they can generate biased estimation (sometimes in either direction). Discussion of relevant literature that looks more deeply at crash outcomes (e.g., Wang or Chen’s papers, mentioned above, allowing for heteroscedasticity and individual vehicle attributes, non-driver outcomes, etc.) will also be useful.</td>
<td></td>
</tr>
<tr>
<td><strong>[LBNL]</strong> As discussed above, additional sensitivity analyses were run using a control variable for household income, based on California vehicle registration data in 2010 (see Section 5.4 in the Final Phase 1 report). And sensitivity analyses were also run using a control variable for initial vehicle purchase price as a proxy for quality of vehicle design, using values in Polk’s VIN decoding software (see Section 5.2 in the Final Phase 1 report).</td>
<td></td>
</tr>
<tr>
<td><strong>[Van Auken]</strong> [1] The basic methodology described by Kahane (2011) seems appropriate; however some results using this method and data are not well understood and need further diagnosis.</td>
<td></td>
</tr>
<tr>
<td>[2] The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the Table 1 comments on the limitations of this data. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash.]</td>
<td></td>
</tr>
<tr>
<td><strong>[LBNL]</strong> As discussed above, NHTSA has developed vehicle miles traveled weighting factors for induced exposure cases based on stopped, rather than non-culpable, vehicles. LBNL summarized the effect this alternative method of exposure has on the estimated effect of mass or footprint reduction on risk in Alternative 15 in Table ES.3, and Section 5.6, in the Final Phase 1 report.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
| Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis. | **[Chen and Kockelman]** Overall, the study is a comprehensive assessment of the 2011 NHTSA report and introduces interesting additional analyses to examine the relationship of vehicle mass and footprint reduction on safety. However, as stated previously in the comments here, driver preference for specific car types (including size and mass) is related to driver socioeconomic characteristics and driving behavior. As vehicle, driver, and roadway environment characteristics all contribute to fatality risk, the effects of physical vehicle changes such as mass or footprint reduction on safety should not be overstated when the other two types of characteristics are not sufficiently accounted for.  

**[Farmer]** Overall these are reasonably good studies. The Phase I report does a very good job of assessing the NHTSA report of fatality risk.  

**[Van Auken]** The Wenzel (2011a) report provides a valuable supplement to the analysis and results in the Kahane (2011) report. [Note: This peer review does not address the Wenzel (2011b) companion report, which examines the risks per police-reported crash.]  

**ADDITIONAL COMMENTS:**  

**[Van Auken]** See attached tables 6 and 7 below.
Table 6. Additional General Comments and Recommendations

Mike Van Auken

<table>
<thead>
<tr>
<th>Section</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Use of $R^2$ is confusing. Suggest using lower case &quot;r&quot; when referring to the sample correlation coefficient (Box, Hunter, Hunter, 1978, P. 61); or upper case R when referring to the regression coefficient of multiple determination (Draper and Smith, 1981, p. 90).</td>
</tr>
</tbody>
</table>
| All     | In most cases the reported results are just estimates, but are not described as such. For example, "The effect of mass reduction on heavier cars and CUVs and minivans are not statistically significant" on p. iii should say "The estimated effect of mass reduction on heavier cars and CUVs and minivans are not statistically significant."

This distinction is important when comparing results based on different models and assumptions because the different models and assumptions do not change the effect itself, but rather the estimate of the effect. For example, the statement "The first sensitivity, in dark purple, includes the weight variables in the regression model but excludes the footprint variable; this model tests the effect of mass reduction while allowing footprint to vary with vehicle mass. This sensitivity increases the risk from a 100-lb mass reduction in cars (from 1.43% to 2.64% for lighter cars, and from 0.48% to 1.94% for heavier cars) and CUVs/minivans (from a 0.47% decrease in risk to a 0.52% increase in risk); however, there is no change in fatality risk in light-duty trucks" on page 15 is misleading. It would be better to state that "The first sensitivity, in dark purple, includes the weight variables in the regression model but excludes the footprint variable; this model tests the estimated effect of mass reduction while allowing footprint to vary with vehicle mass. This sensitivity, *Removing the footprint variable from the regression model* increases the estimated risk from a 100-lb mass reduction in cars (from 1.43% to 2.64% for lighter cars, and from 0.48% to 1.94% for heavier cars) and CUVs/minivans (from a 0.47% decrease in risk to a 0.52% increase in risk); however, there is no change in the estimated fatality risk in light-duty trucks is very small and not statistically significant."

This also applies to table and figure captions. For example, "Table 5.1. Effect of mass and footprint reduction on fatality risk, under alternative regression model specifications" should say "Table 5.1. *Estimated effects* of mass and footprint reduction on fatality risk, under alternative regression model specifications." "Figure 3.3 Effect of reduction in mass or footprint on US fatality risk per VMT, by vehicle type: mass only, footprint only, and both" should say "Figure 3.3 *Estimated effects* of reduction in mass or footprint on US fatality risk per VMT, by vehicle type: mass only, footprint only, and both."

Overall the word "effect" appears over 200 times in this report with the "estimated" or other qualifier. In some cases this may be
appropriate and in other cases it is not appropriate. It is recommended that the author review each instance and revise as appropriate.

**[LBNL]** The word “estimated” will be used extensively in the final report. In addition the following text was added in the Executive Summary, Section 1, and Section 7:

Although the purpose of the NHTSA and LBNL reports is to estimate the effect of vehicle mass reduction on societal risk, this is not exactly what the regression models are estimating. Rather, they are estimating the recent historical relationship between mass and risk, after accounting for most measurable differences between vehicles, drivers, and crash times and locations. In essence, the regression models are comparing the risk of a 2600-lb Dodge Neon with that of a 2500-lb Honda Civic, after attempting to account for all other differences between the two vehicles. The models are not estimating the effect of literally removing 100 lbs from the Neon, leaving everything else unchanged.

In addition, the analyses are based on the relationship of vehicle mass and footprint on risk for recent vehicle designs (model year 2000 to 2007). These relationships may or may not continue into the future as manufacturers utilize new vehicle designs and incorporate new technologies, such as more extensive use of strong lightweight materials and specific safety technologies. Therefore, throughout this report we use the phrase “the estimated effect of mass (or footprint) reduction on risk” as shorthand for “the estimated change in risk as a function of its relationship to mass (or footprint) for vehicle models of recent design.”

**4** Figures 4.1 through 4.17 do not control for the effect of vehicle size (e.g. footprint), which has been shown to be correlated with vehicle weight (e.g., Figure 3.1), and therefore these figures may be misleading. It is strongly suggested that the horizontal axis label be changed to "Curb weight (lbs) and corresponding changes in size," and/or a note such as the following be added to each figure: "Note these results do not control for the effect of vehicle size on fatality risk. Therefore the horizontal axis represents changes to both vehicle weight and vehicle size."

**[LBNL]** The figures, as well as Tables 4.2 and 4.4, show the relationship between risk and vehicle mass, before and after accounting for all modelled differences across vehicle models except mass and footprint, and are labelled as such. A new Table 4.3 has been added to the final report that compares predicted risk after accounting for all modelled differences across vehicle models except mass (but including footprint), and a new Table 4.5 shows the relationship between predicted risk and footprint after accounting for all differences except footprint (but including mass); this increases the estimated risks in some cases, makes some statistically significant, but does not appreciably reduce the range in risk by vehicle model.

**4** The statistical significance of the linear trends in Figures 4.1 through 4.17 are not reported. It would be helpful if the confidence
intervals or statistical significance of the linear trends were reported, either in addition to or instead of $R^2$. The confidence intervals for the estimated slopes should be added to the results in Tables 4.1 and 4.2.

**[LBNL]** Tables 4.2 through 4.5 in the Final Phase 1 report summarize the linear trends and statistical significance of Figures 4.1 through 4.17.
## Table 7. Additional Specific Comments and Recommendations

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
</table>
| Executive Summary, 7    | iii, 65 | 2nd paragraph refers to "our analysis," however the results are the same as the NHTSA analysis. The author should clarify who or what "our analysis" refers to and how it relates to the NHTSA analysis. Perhaps the statement "LBNL was able to reproduce the NHTSA analysis, which finds that..." would be more appropriate.  
**[LBNL] The suggested change has been made.** |
| Executive Summary        | iv   | Last bullet – suggest changing the statement that "Logistic regression does not allow a statistic" to "Logistic regression **methods do not have** a statistic."  
**[LBNL] The suggested change has been made.** |
| Executive Summary, 4     | iv, v, 22, 66 | Suggest changing "variance in risk" to **variation** in risk" throughout.  
**[LBNL] The suggested change has been made.** |
| Executive Summary, 7     | viii, 69 | The numerical results for the NHTSA preferred model in Tables ES.1 and 7.1 are slightly different than the results reported in the NHTSA report. For example 1.43%/0.48%/0.52%/-0.40%/-0.47% should be **1.44%/0.47%/0.52%/-0.39%/-0.46%**  
**[LBNL] We are not sure why LBNL’s results are slightly different from NHTSA’s; perhaps due to rounding differences, or the factor LBNL used to convert log-odds ratios to probabilities, as mentioned in the Final Phase 1 report.** |
| 4                        | 31-32 | Figures 4.12 through 4.14 have the results for small and heavy-duty pickups combined, which is inconsistent with the results in Table 4.1  
**[LBNL] The figures in the Final Phase 1 report present the data for small and heavy-duty pickups separately.** |
| 4                        | 35   | The $R^2$ values in Table 4.1 are different than the values in Figures 4.6, 4.8, 4.9, 4.11.  
**[LBNL] The $R^2$ values in the bottom four rows of the table are incorrect; these have been corrected in the Final Phase 1 report.** |
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
<th>Note</th>
</tr>
</thead>
</table>
| 5.1 | 37 | The subsection title should be “Alternative measures of exposure **and outcome**” because fatal crashes and fatalities are measures of the crash outcome, not exposure.  
**[LBNL]** The title has been changed to “Alternative measures of risk” |
| 5.2 | 39 | It would be helpful to list the 18 manufacturer dummy variables in a table.  
**[LBNL]** The indicator variables for the vehicle manufacturers have been added to the final report. |
| 5.2 | 39 | It is unclear why Lexus, Acura, and Infinity are treated as separate manufacturers, but Cadillac and Lincoln are not.  
**[LBNL]** The results of two regressions have been included in the Final Phase 1 report: one including the five luxury brands in their parent manufacturers, and one accounting for each of the five luxury brands (both in Figure 5.2). Accounting for the five luxury brands substantially increases the estimated detrimental effect of car mass reduction on risk, as shown in Section 5.3 in the Final Phase 1 report. |
| 5.2 | 39 | It is unclear why AM General is considered a Chrysler brand. The AM General Hummer was sold by GM beginning with the 2001 model year.  
**[LBNL]** AM General has been removed from the Chrysler brand and included in the Other category. |
| 5.3 | 44 | It would be helpful if the figures include error bars or shading to indicate the confidence intervals. |
| 6.4 | 63 | Table 6.3 – Suggest adding a note that the 72,316 total includes fatalities that are counted more than once in crashes involving more than one vehicle type.  
**[LBNL]** Table 6.3 is mis-labelled; it represents the total number of fatalities between 2004 and 2008 for model year 2000 to 2007 light duty vehicles, not the average annual fatalities. The text in the paragraph above explains that the number of fatalities in mult-vehicle crashes is divided by the number of case vehicles, to avoid double-counting of fatalities. The title of Table 6.3 has been corrected in the Final Phase 1 report, and VMT for each vehicle type added. |
### 1. ASSUMPTIONS

<table>
<thead>
<tr>
<th>COMMENTS</th>
</tr>
</thead>
</table>

Please comment on the validity of any assumptions embedded in the LBNL assessment analysis and the independent casualty analysis that could affect the projected relationship between vehicle mass/footprint reductions and fatality/casualty risk. Examples might include assumptions regarding whether recent historical relationships between vehicle weight, size, and safety will continue into the future; potential future improvements in vehicle technology and design may result in compensatory safety benefits; and the annual baseline fatality distribution.

[Chen and Kockelman] [1] The Phase 2 report serves as a complimentary document to the Phase 1 report by isolating the effect of vehicle mass and footprint on crashworthiness. Whereas the Phase 1 report analyzes fatality risk per estimated VMT, the Phase 2 report analyzes casualty risk per crash. The parallel structure of the two reports makes it easy for the reader to compare the results of the two analyses.

[2] The binary logistic model employed in this analysis can only account for two injury outcome categories; here it is used to distinguish crashes resulting in serious injury or death from all other crash outcomes. Thus, the model does not account for the ordinal nature of injury severity and neglects the difference between a serious injury and a death.

[LBNL] The LBNL Phase 2 report analyzes the relationships between vehicle mass, footprint, and casualties, defined as fatalities plus serious or incapacitating injuries. The effects on other injury severities (i.e. minor injuries) were not analyzed because of the differences in reporting of injury severity in the thirteen states.

[3] The report states that “a serious incapacitating injury can be just as traumatic to the victim and her family, and costly from an economic perspective, as a fatality.” While serious injuries are very costly to society (and may have similar economic cost implications as deadly crashes), willingness-to-pay estimates (which include pain and suffering) price the cost of a fatality at almost 20 times the cost of an incapacitating injury (NSC 2010). Thus, it is difficult to assess the economic cost of the estimates of increases in casualty risk per crash without distinguishing whether that outcome is a serious injury or a death. This limitation of the model should be addressed in the report.

[LBNL] The focus of the analysis is to estimate the relationship between changes in vehicle mass or footprint on fatality or injury risk. Estimating the economic cost of any estimated increase in risk is beyond the scope of the analysis.

[4] The logistic model also assumes error-term homoscedasticity and cannot account for increases and
decreases in the variation of injury outcomes due to vehicle and driver type, for example. Such limitations of the model should be discussed.

**[LBNL]** As mentioned above, the effects on other injury severities (i.e. minor injuries) were not analyzed because of the differences in reporting of injury severity in the thirteen states.

**[Farmer]** The report concludes “that much of the detrimental effect of mass or footprint reduction on risk can be attributed to the tendency for mass or footprint reduction to increase crash frequency, rather than to reduce vehicle crashworthiness (risk once a crash has occurred).” However, the interpretation of casualties per crash as inversely proportional to crashworthiness ignores the possibility that injury severity also depends upon the circumstances of the crash. Casualties per crash must be divided into casualties per severe crash and severe crashes per crash, where a severe crash would be one involving more energy, e.g., high-speed or rollover. It could be that weight reduction increases casualties per severe crash (i.e., reduces crashworthiness), but reduces the likelihood that a crash is severe.

**[LBNL]** The state crash data do not consistently provide a measure of crash severity, such as an accurate estimate of travel speed, to change the measure of exposure from all police-reported crashes to all severe police-reported crashes. Figure 2.10 in the Final Phase 2 report shows that using casualty, as opposed to all, crashes as the measure of exposure does change the estimated detrimental effect of mass reduction on fatality risk per crash.

**[Van Auken]** The basic assumptions, methodology, and data are primarily the same as in the Kahane (2011) report, but have been extended to include serious injuries as well as fatalities, and also address crash involvement (i.e., fatalities and serious injuries per accident, and also accidents per VMT). These include the following:

1. The probability of a crash fatality or serious injury is proportional to the number of accidents (provided the crash conditions remain the same); and the probability of an accident is proportional to the vehicle miles travelled (VMT).
2. The logarithm of probabilities of fatality or serious injury per accident, and accidents per VMT for a given curb weight, footprint, and control variable values varies as a linear combination of the curb weight, footprint, and control variables within the domain of the data.
3. The logistic regression methods determine a maximum likelihood estimate of model coefficients.
4. It is assumed that the above relationships remain constant in the recent past (i.e., 2000-2007 model year.
vehicles in the 2002-2008 calendar years), present, and near future (i.e., 2017-2025 model year vehicles).

The first assumption that crash fatalities and serious injuries are proportional to the number of accidents provided the crash conditions remain the same seems self-evident (e.g., if two fatal crashes had exactly the same conditions, then the expected number of fatalities for the two crashes would be twice the value for just one of the crashes). The assumption that the number of accidents are proportional to VMT rather than the number of vehicle registration years (VRY) is also appropriate because accidents cannot occur if the vehicles are not driven on the road (i.e., VMT = 0). This assumption is qualified however because VMT is more difficult to measure than VRY and therefore may be less accurate. On the other hand the probability of a fatal crash or the number of fatalities in a crash may also depend on the vehicle occupancy.

The second and third assumptions are appropriate provided that it is recognized that it is essentially impossible with currently available knowledge and information to model all of the factors that could affect the probability of fatality in a crash, and that the objective of the analysis is to identify overall trends versus vehicle weight and footprint. In general the probability of fatality depends on other many other factors which have not been modeled (e.g., driver behavior factors, vehicle design factors, roadway design factors, EMT factors), and these unmodeled factors are assumed to be uncorrelated with vehicle weight and footprint, and/or are represented by the other control variables. The latter assumption might or might not be valid.

The fourth assumption is perhaps the weakest because it assumes that future vehicles will have the same design characteristics as past vehicles, and that the characteristics of the vehicle population (e.g., collision partner weight, size, type) will also remain the same.

| Please comment on any apparent unstated or implicit assumptions and related caveats or limitations. | [Chen and Kockelman] The role of driver behavior is briefly addressed in the report but not emphasized sufficiently. Casualty risk is a combination of driver, vehicle, and roadway characteristics. Whereas vehicle characteristics significantly influence crashworthiness, driver behavioral differences play a significant, if not primary, role in determining crash frequency. Socioeconomic data such driver household income, size, and education influence driver attitudes and driving environments. For example, Chen et al. (2010) found that crash risk increases for those living in socioeconomically disadvantaged areas (including households more likely to drive less expensive and older vehicles). Though such data is not typically available in state and national crash databases, the importance of these driver and environmental characteristics on crash rates (per mile driven) and casualty risk should be stressed in both reports. It is clearly very difficult to control for, but is a major caveat to the NHTSA (& now LBNL) results. We expect that crash severity could be probably be lower for many of the small cars and pickups if they were driven by those who tend to drive more expensive vehicles, |

188
under the same settings (e.g., daytime, urban freeway). Thus, statements like “a 100-lb reduction in the mass of lighter cars leads to a 1.84% increase in crash frequency” should be accompanied by an explanation of the possibility of the mass variable accounting/proxying for effects of lower income households owning smaller vehicles.

[**LBNL**] We agree that it would be preferable to include additional variables that account for driver behavior rather than just driver age and gender. However, variables such as driver age, gender, or other socio-economic characteristics probably have a less direct effect on risk than the actual driving skill or behavior of individual drivers. The FARS data includes information on whether alcohol or drug use, or speeding or reckless driving, was a factor in the current crash, as well as the driver’s record for the last three years. NHTSA 2003 found that including a “bad driver” rating variable comprised of 8 of these variables did not have an appreciable effect on the relationship between vehicle mass and risk. Although these variables are included in the FARS fatal crash records, they are not included in the state crash databases, so a similar variable cannot be used in the regression models. However, Alternative 12 in Tables ES.2 and 7.1, and the third column in Figure 5.14, in the Final Phase 1 report indicates that excluding bad drivers (after also excluding reported driver alcohol or drug use) results in additional estimated increases in fatality risk as vehicle mass decreases, and estimated decreases in risk as vehicle footprint decreases. LBNL believes that driver behavior in the current crash and their recent driving record, and not general socio-economic information, is the best available measure to account for the effect driver skill and behavior has on risk in individual vehicles.

Nonetheless, LBNL explored the effect of adding a control variable for one additional driver socio-economic characteristic, household income. Unfortunately, crash data do not include household income of vehicle drivers. FARS includes the driver’s zip code, from his or her license, which could be merged with US Census data by zip code to obtain the average median income of households in a particular zip code. However, very few states include driver zip code in their databases of police-reported crashes.

Kweon and Kockelman (2003) merge police-reported crash data from GES with household demographic data, including household income, from the National Household Travel Survey (NHTS), to examine crash rates per annual VMT by driver age, gender, and vehicle type. Each dataset includes population weights to derive national estimates of crashes and households, which the authors use to estimate national crash rates for driver age, gender and vehicle type. However, there are several limitations with the NHTS data. First, the survey includes only 25,000 national households, supplemented by an additional 124,000 households from “add-on” state and municipal jurisdictions. The national weights provided in the NHTS most likely do not represent the national distribution of vehicle registrations by make and model. Second, 30% of the households in the 2009
NHTS reported income “over $100,000”; using the income bins provided in the NHTS to estimate household income will likely understate the actual income of the households participating in the survey.

Chen el al (2010) makes use of an Australian survey of 20,000 young adult drivers that asked questions regarding driving behavior. The injury severity of 127 of these participants who were admitted to hospitals after a vehicle crash was analyzed as a function of socio-economic status. The socio-economic status of the drivers was based on average or median values from the zip code where they (or their parents, since most were at University) lived.

Using 2010 California vehicle registration data, LBNL calculated the median household income by registered owner’s zip code, using 2000 census data, then took the average household income by vehicle make and model. As discussed in the Final Phase 1 report, predicted US fatality risk is correlated with this measure of average household income by vehicle model, with risk decreasing as income increases; the correlation is highest for cars and CUVs, with an $R^2$ of 0.60 (or a correlation coefficient $r$ of 0.77) or higher, as shown in new Figure 4.20 and the first column of new Table 4.7. However, while income tends to increase as mass increases, the correlation is not strong ($R^2$ is highest for 4-door cars, at 0.16, and CUVs, at 0.19, as shown in new Figure 4.21 and the middle columns of new Table 4.7). As with predicted fatality risk, there is a wide range in the average income of households owning vehicle models with similar mass. This analysis is summarized at the end of Section 4 of the Final Phase 1 report.

Using average household income by vehicle model, rather than driver alcohol or drug use, or reckless driving, as an alternative indicator of driver behavior substantially reduces the estimated detrimental effect of mass reduction on risk in cars and CUVs/minivans, and has little effect on the relationship in light trucks. This analysis is summarized in Section 5.5 of the Final Phase 2 report.

[Van Auker] [1] The induced-exposure data set provided by NHTSA is based on the “non-culpable” vehicle in two-vehicle crashes. It is assumed that the dataset is a representative sample of the driver and environmental exposure factors for vehicle use. However, since these cases include moving vehicles, some vehicle-driver-environmental conditions may be under or over represented in this data depending on how they affect the ability of a non-culpable vehicle to avoid a crash. Results in Ref (17) indicated that the estimated effect of weight and size reduction are sensitive to whether the induced-exposure data are based on the Kahane (2003) non-culpable vehicle definition of the Kahane (1997) stopped vehicle definition. Unfortunately it is not
currently possible to test this sensitivity with the NHTSA-provided induced-exposure data.

[**LBBL**] NHTSA has developed vehicle miles traveled weighting factors for induced exposure cases based on stopped, rather than non-culpable, vehicles. LBNL investigated what effect this alternative method of exposure has on the estimated effect of mass or footprint reduction on risk, in Alternative 15 in Table ES.3 and Section 5.6 in the Final Phase 1 report.

[2] It is also assumed that the accident data from the 13 or 16 states are representative of all US states. Figure 2.1 in Wenzel (2011b) provides a useful comparison of the distribution of fatalities in the US and 13 states by the nine different crash types.

**ADDITIONAL COMMENTS:**


**Farmer** NHTSA’s fatality analysis covered calendar years 2001-08, but the casualty analysis excludes 2008. Such exclusion is understandable given that 2008 data were at the time unavailable for a majority of the states (I think they are available now). However, 2008 was an unusual year and may have affected the size and weight effect estimates. The footnote on p. 6 of the Phase II report states that an analysis including the available 2008 data will be summarized in Appendix A. I don’t see Appendix A. Is an analysis planned including 2008 data?

**LBBL** The footnote is incorrect, there was no Appendix A in the final draft report. For the Final Phase 2 report LBNL included the 12 states that have provided crash data for 2008 (all but Wyoming).
<table>
<thead>
<tr>
<th>2. CONTROL AND DEPENDENT VARIABLES USED IN THE REGRESSION MODELS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the adequacy of control and dependent variables used in the assessment analysis and independent casualty analysis, and recommend any alternative control or dependent variables that are available for possible inclusion in the analysis. For example, what are the relative merits of the main dependent variables used, fatality risk per estimated VMT, and casualty risk per police-reported crash?</td>
<td>[Chen and Kockelman] [1] As alluded to above, a primary concern is that the NHTSA analysis (&amp; thus the LBNL analyses) largely neglect the idea that vehicle type (make &amp; model) is very much a proxy for driver type, and a vehicle’s crash frequency may have very little to do with physical vehicle characteristics. It has a lot to do with the person behind the wheel, and gender and age simply aren’t enough to control for such distinctions. Education, risk aversion, ability, wealth, etc., are important covariates. But existing data sets are quite limiting (though the MVOSS &amp; FAR with 3-year driver violation history do offer some valuable insights, not discussed in these reports). In reality, small cars may be less crash prone than Kahane’s &amp; Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Such key caveats need thoughtful discussion. Four relevant papers on the topics of crash frequency and vehicle size-and-weight implications (by Knipling, Kweon &amp; Kockelman, Wang and Kockelman, and Chen &amp; Kockelman) have been sent to Tom Wenzel. These all include useful literature reviews for further connections to useful findings for citation in the reports, as time allows the contractor.</td>
</tr>
<tr>
<td>[LBNL] As discussed above, LBNL believes that driver behavior in the current crash and their recent driving record, and not general socio-economic information, is the best available measure to account for the effect driver skill and behavior have on risk in individual vehicles. As described in Section 5.4 of the Final Phase 1 report, LBNL used these measures of driver behavior in one of its sensitivity analyses. Unfortunately, the states do not consistently report this information in their crash databases. LBNL examined the effect of including a measure of driver household income on risk in Section 5.5 in the Final Phase 2 report.</td>
<td></td>
</tr>
<tr>
<td>[2] Independent variables such as vehicle mass and footprint may be accounting for effects of driver socioeconomic factors as discussed in the Assumptions section. Furthermore, vehicle option variables such as AWD and side curtain airbags may be reflecting the effects of driver environment (e.g., those living in areas with icy winters opting for AWD) and attitude (e.g., more risk-averse drivers opting for side curtain airbags) rather than the vehicle technology themselves. While extremely heavy and extremely large vehicles may have significantly different handling and braking characteristics which influence crash frequency and casualty risk, it is unlikely that given the same driver in the same environment, a small change in vehicle mass or footprint would influence the driver’s crash proneness.</td>
<td></td>
</tr>
<tr>
<td>What additional control variables, such as vehicle make or model, might be included in the regression models?</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td></td>
</tr>
<tr>
<td><strong>[Chen and Kockelman]</strong> [1] Vehicle height, a variable which may be more valuable than vehicle type for similarly structured vehicles such as sedans, wagons, CUVs, and minivans, would be a valuable control variable. In addition to a wider track, a lower center of gravity also increases vehicle stability, thereby reducing the risk of rollover. Relevant literature &amp; findings exist, and should be cited.</td>
<td></td>
</tr>
<tr>
<td><strong>[LBNL]</strong> The propensity for a vehicle to roll over increases as its center of gravity increases (and static stability factor decreases), while risk in frontal crashes may decline as bumper height increases (and the degree of overlap with the bumper of a crash partner increases). However, overall vehicle height is only a crude proxy for these two other vehicle dimensions that are thought to correlate with safety, and therefore was not included in</td>
<td></td>
</tr>
</tbody>
</table>
the regression models.

[2] Other variables which have been found in past studies to influence fatality risk such as seat belt use, roadway geometry and division type are not included in this study.

[LBNL] Seat belt use was not included as a control variable because it is notoriously under-reported for non-fatal injuries. Roadway geometry and roadway division were not included because they are not consistently reported or coded in the state databases of police-reported crashes.

[3] To account for driver characteristics that contribute to casualty risk, socioeconomic variables such as household income, education, household size, etc. would be valuable additions. Unfortunately, both state and national crash databases typically do not include such information (outside of MVOSS). Such issues should be flagged for readers.

[LBNL] As discussed above, an additional sensitivity analysis was run using a control variable for household income, based on California vehicle registration data in 2010; see Section 5.5 in the Final Phase 2 report.

[Farmer] I think that already there are too many control variables in the regression models. Instead I would consider defining different classifications of crash types. Table 2.2 of the Phase II report shows that the distribution of crash types for casualty crashes is very different from that for fatal crashes.

[LBNL] It is possible that inclusion of too many control variables leads to non-intuitive results in certain cases. This problem might be resolved by removing control variables (other than vehicle weight or footprint) that are not statistically significant. NHTSA and LBNL ran a sensitivity where non-significant control variables were removed; see Section 5.8 in the Final Phase 2 report.

<table>
<thead>
<tr>
<th>Please comment on any caveats or limitations that these dependent variable or control variables entail with respect to use of the results as the basis for estimating the safety effect of mass reduction.</th>
<th>[Chen and Kockelman] Please see above comment (in Assumptions section) regarding driver behavior and environment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[LBNL] As discussed above, an additional sensitivity analysis was run using a control variable for household income, based on California vehicle registration data in 2010; see Section 5.5 in the Final Phase 2 report.</td>
<td></td>
</tr>
</tbody>
</table>
[Farmer] Model overspecification could be the reason for results that are non-intuitive, especially in the Phase II analyses of police-reported crashes. Control variables may be correlated with each other or with the size and weight variables. For example, Figure 2.9 of the Phase I report implies that torso side airbags increase fatality risk in CUVs.

[LBNL] It is possible that inclusion of too many control variables leads to non-intuitive results in certain cases. This problem might be resolved by removing control variables (other than vehicle weight or footprint) that are not statistically significant. The example cited suggests that torso side airbags increase fatality risk in CUVs/minivans by an estimated 0.7%, is a small effect, and not statistically-significant. LBNL ran a sensitivity where non-significant control variables were removed; see Section 5.8 in the Final Phase 2 report.

ADDITIONAL COMMENTS:

[Chen and Kockelman] Table 2.1 has many indicator variables labeled as “C” for continuous variable (such as ABS, ESC, AWD, DRVMALE, etc). These C’s should be removed.

[LBNL] These vehicle variables are continuous because, for some models, the VIN does not indicate whether a particular vehicle is equipped with that option or not. In these cases the fraction of that model that is equipped with the particular feature is used. On the other hand, the DRVMALE variable is always a discrete variable, and is be coded as such in the table in the Final Phase 2 report.

[Farmer] The sensitivity results of Chapter 5 (Phase II) point out the extreme differences in results when changing the control variables. For example, including vehicle make changes the effect of a 100-lb reduction in heavier cars from -0.91% to +0.55% (see Fig 5.3).

[Van Auken] The underlying reasons for some of the estimated effects are unknown at this time, but presumably involve driver, vehicle, environment or accident factors than have not been controlled for in the Kahane (2011) and Wenzel (2011b) analyses. See, for example, Refs 17 and 23.

[LBNL] The report notes that other vehicle, driver, or crash characteristics may account for the residual risk not explained by the control variables included in the regression models. As discussed above, additional sensitivity analyses were run using an alternative control variable for vehicle characteristics, initial vehicle purchase price (using values in Polk’s VIN decoding software), and a control variable for driver behavior, household income (based on California vehicle registration data in 2010). The results of these sensitivities are shown in Sections 5.3 and 5.5 in the Final Phase 2 report.
### 3. METHODOLOGY AND STATISTICS

<table>
<thead>
<tr>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on the validity and applicability of the methodology LBNL used in assessing the NHTSA 2011 study and its analysis of the relationship between mass, footprint, and risks per police-reported crash.</td>
</tr>
</tbody>
</table>

[Chen and Kockelman] The Phase 2 report enhances the findings in the Phase 1 report by isolating the effect of vehicle mass and footprint on crashworthiness. Like the Phase 1 report, this analysis goes into a fair amount of detail and seeks to introduce additional analyses to better examine the relationship between mass, footprint, and casualty risks. However, due to a lack of control for very specific vehicle differences (which vary by make & sub-model), the exclusion of driver characteristics and crash setting details (which cannot always be controlled for, but are often correlated with vehicle type), the effects of downweighting vehicles and/or shifting vehicle styles and sizes may be overestimated. Simply changing the vehicle mass or footprint on a risky driver in a high-risk setting is unlikely to influence crash outcomes significantly.

[LBNL] As discussed above, additional sensitivity analyses were run using an alternative control variable for vehicle characteristics, initial vehicle purchase price (using values in Polk’s VIN decoding software), and an alternative control variable for driver behavior, household income (based on California vehicle registration data in 2010). The results of these sensitivities are shown in Sections 5.3 and 5.5 in the Final Phase 2 report.

[Farmer] Figure 2.11 of the Phase II report implies that NHTSA’s fitting of a separate regression model for each of the 9 crash types was unnecessary, at least for the analysis of casualty risk per crash. I don’t recall seeing a similar analysis for fatality risk per VMT. Is it possible to get essentially the same results as the NHTSA study using a single regression model?

[LBNL] Figure 2.1 of the Final Phase 1 report has the same analysis (although the second and third columns are reversed). NHTSA ran a separate regression model for each of nine crash types in order to reweight the estimated coefficients to reflect an estimated reduction in the number of fatal rollovers and crashes with a stationary object from widespread adoption of ESC in the vehicle fleet. Running a single regression model across all crash types obtains essentially the same result as running nine regression models.

[Van Auken] [1] The logistic regression methods seem to be appropriate. The confidence intervals are based on the logistic regression Wald Chi-Square statistic, which as Kahane (2003, 2011) has demonstrated does not include all sources of variation. However, these confidence intervals are useful because they do provide some indication of the uncertainty in the results.

[2] The two-stage results for the 13-state fatalities per crash and 13-state crashes per VMT, and the one-stage
result for 13-state fatalities per VMT reported in Tables E5.1 and 6.1 and Figure 2.7 were computed using independent logistic regressions. The differences between the two-stage results and the one-stage results for fatalities per crash could have been eliminated by using the "simultaneous three-way" logistic regression method described in DRI (2003). This method imposes the constraint that the combined two-stage estimated and the one-stage estimated are equal.

Please review other statistical methods LBNL has used in the analysis, in addition to the logistic regression methodology. Examples include the alternative approaches used by LBNL to assess NHTSA interval estimation results, and LBNL’s linear regression analysis of actual, predicted, and residual risk by vehicle model.

| Chen and Kockelman | In the alternative measures of exposure, the author examines the effect of vehicle manufacturer on fatality risk and treats the luxury models produced by Toyota, Honda, and Nissan as separate manufacturers. However, domestic luxury brands (such as Cadillac & Lincoln) are categorized with their nameplate manufacturers (GM and Ford), which appears inconsistent. |
| LBNL | The analysis has been revised to include the luxury models Lexus, Acura, and Infiniti with their nameplate manufacturers Toyota, Honda, and Nissan. An additional sensitivity was conducted using separate indicator variables for the five luxury brands Lexus, Acura, Infiniti, Cadillac, and Lincoln. The results of these analyses are summarized in Section 5.3 in the Final Phase 2 report. |

LBNL also examined the effect of replacing the vehicle make indicator variables with a single continuous variable for vehicle initial purchase price, taken from the Polk VIN decoder. Initial purchase price can be seen as a proxy for the general quality of vehicle design; we expect that more expensive vehicles will have lower risk than less expensive vehicles. This analysis is summarized in Section 5.5 in the Final Phase 2 report.

Van Auken [1] The correlations in Section 3 appear to be assessed using the Coefficient of Multiple Determination ($R^2$) based on a linear fit to the data (e.g., the correlation between footprint versus curb weight in Figure 3.1 on p. 32). The linear regression model attributes the differences between the dependent variable (vertical axis) and the linear fit to the independent variable (horizontal axis) to random effects. If there is no preference as to the choice of independent and dependent variables (e.g., footprint versus curb weight, or curb weight versus footprint), then the linear trend and $R^2$ result would be different if the two variables were interchanged, and having two different yet equally valid results would be undesirable.

LBNL The $R^2$ values are the same if the two variables are interchanged.
[2] If the variation in the data can be attributed to both variables (e.g., footprint and curb weight), then it would be better to report the square of the sample correlation coefficient \( r^2 \), where \( r \) is computed according to Eqn (1). The trend lines in these correlation figures should not be computed using a linear regression. Instead, the trend line should pass through the sample means (i.e., \((x, y)\)), and have a slope equal to the ratio of the sample standard deviations in the data (i.e., \(s_x/s_y\)). Therefore, the reported correlation results do not depend on the ordering of the data variables.

[LBNL] Again, the \( R^2 \) values are the same if the two variables are interchanged. The \( R^2 \) values in Figures 3.1 and 3.2, and Figures 4.1 through 4.6, have been replaced with the correlation coefficient \( r \), and a new Table 3.1 has been added to Section 3 that lists \( r \) and VIF for curb weight and footprint by vehicle type, in the Final Phase 2 report.

Note this comments does not apply to linear trends indicated in Section 4, for which the Coefficient of Multiple Determination \( (R^2) \) seems appropriate.

[3] The Coefficient of Multiple Determination \( (R^2) \) is frequently used in the Wenzel (2011b) report as an indicator of the statistical importance of a linear trend (e.g., \( R^2 \) values in Tables 4.1 and 4.2 were compared to 0.3). It would be better to report the standard error, confidence interval, and/or probability value as measures of the statistical significance of a linear trend.

[LBNL] The significance of the estimated relationships have been added to the tables in Section 4 of the Final Phase 2 report. However, the point of the section is to indicate that while the relationship may be statistically significant, on average (as indicated by the confidence level around the estimated effect), there remains a large range in risk for individual vehicle models with similar mass (as indicated by the relatively low \( R^2 \) values).

Please comment on caveats or limitations of using non-significant regression estimates to project the safety impact of mass reduction. [Chen and Kockelman] First, the t-statistics are not provided in the report which makes it difficult for the reader to assess statistical significance of specific regression estimates (except where noted by the author). Second, inclusion of a statistically insignificant variable can influence the estimates of coefficients associated with related variables. Nevertheless, in general, it is best to keep insignificant estimates if one has a strong defense for their role, since removing such variables (& thus their parameters) will shift the burden of response to a correlated covariate’s parameter, thus biasing the latter. We generally keep key covariates in a model up to a pvalue of 0.20 or 0.25 or so, especially in relatively small data sets (e.g., \( n < 1,000 \)). Covariates for which we have no strong basis can be removed for pvalues > 0.10.
[LBNL] The 95% confidence intervals are included in every figure in the document, to indicate whether the estimated variable is statistically different from zero. LBNL ran a sensitivity where non-significant control variables are removed; see Section 5.8 of the Final Phase 2 report.

[Farmer] Making projections from non-significant regression estimates is proper so long as the resulting confidence intervals are constructed conservatively (to account for the accumulated imprecision). In that sense, I prefer NHTSA’s jackknife approach to the standard errors produced by SAS (see p. 13 of Phase II).

[LBNL] LBNL agrees that NHTSA’s jack-knife method is a preferable method of estimating confidence intervals; however, the jack-knife method obtains even larger estimates of uncertainty than using the standard errors output from the regression models.

[Van Auken] [1] Regression estimates are random numbers which have an unknown expected value and variance, and known sample value and standard error. If the sample value can be explained by a zero expected value and known standard error then the result is considered not statistically significantly different than zero and therefore the result is not considered to be statistically significant. However, if we can combine this estimate with other estimates then the unknown expected values and variances can also be combined using the same transformation, and the statistical significance of the combined result can be tested. Therefore, depending on the sample values and inter-correlation, the combined result may be statistically significant even if the individual estimates are not statistically significant.

For example, the results from each of the nine different crash types can be combined into an overall estimate and the standard error calculated assuming that the results for each crash type are independent of each other. Then the statistical significance of the combined effect can be determined.

[2] However, and Kahane (2011) points out there are two sources of uncertainty in the regression results. The first is the FARS based sampling error which is uncorrelated across crash types because they are based on different fatal cases (Kahane 2011, p. 77). The second is the state based induced-exposure sampling error which is correlated across crash types because they are based on the same induced-exposure cases. Therefore a confidence interval estimated using the "jackknife" method described by Kahane (2011) and accounting for correlation of these two error sources would be more accurate than a simple estimate based on the Wald Chi-Square statistic and assumed independence.

[LBNL] LBNL agrees that NHTSA’s jack-knife method is a preferable method of estimating confidence intervals;
However, the jack-knife method obtains even larger estimates of uncertainty than using the standard errors output from the regression models.

How might the LBNL methodology be strengthened to better represent future vehicle designs and reduce multi-collinearity between mass and footprint in the regression analysis?

**[Chen and Kockelman]** Including more vehicle-specific characteristics (such as vehicle height and engine size) reduces the analysis’ dependence on vehicle type, since vehicle shapes and structures will continue to evolve. There is also correlation with context (e.g., pickups are driven in more rural locations, with greater hazards [like less lighting, higher speed, & few medians]). Disaggregate data are almost always best, to avoid ecological fallacies & such.

**[LBNL]** As discussed above, overall vehicle height is only a crude proxy for two vehicle dimensions, center of gravity and bumper height, that are thought to correlate with safety in rollover and two-vehicle crashes, respectively, and therefore was not included in the regression models. Other vehicle attributes that might affect risk are engine power-to-weight ratio, braking distance, and handling capabilities; LBNL may examine the effect of these accounting for these vehicle attributes in future analyses.

LBNL’s analysis does account for whether a vehicle is driven in a rural area, defined as a county in which the population density is less than 250 residents per square mile of land area.

**[Van Auken]** [1] The effects of multi-collinearity can be mitigated by 1) obtaining more data, 2) pooling data from different crash type or vehicle types, or 3) reducing the number of regression variables. The first option would require more states (for serious injuries and police-reported accidents), calendar years and/or model years, which would involve added newer data as it becomes available (or using older data). The second option might be to recombine the CUVs and minivans with truck based vans and adding a control variable to compensate for the differences in the vehicles types. The third option might involve removing statistically insignificant control variables or removing control variables that would not be expected to have an effect on the probability of crash or crash outcome (e.g., the side airbag variable is not included in pedestrian crashes because it is not expected to affect pedestrian fatality risk). The number of driver age control variables might be reduced from eight to three (as in the Kahane (1997) and DRI (2002-2005) studies). Finally, a linear curb weight model instead of a two-piece linear model may help to better elucidate the general trend.

[2] The Variance Inflation Factor (VIF) has been suggested as a measure of multi-collinearity in the Kahane
(2010 and 2011) reports, however this diagnostic metric does not account for differences in database size (i.e., Options 1 and 2 above). The Wenzel (2011b) report does not discuss the Variance Inflation Factor or report any VIF results.

**[LBNL]** A table of VIF results, Table 3.1, has been added to the Final Phase 2 report.

**ADDITIONAL COMMENTS:**
4. DATA SETS

Please comment on the validity and applicability of the datasets used to project changes in risk resulting from reduction in vehicle mass. LBNL’s casualty analysis used police-reported crash data from 16 states, while the 2011 NHTSA study used national fatality data, combined with a subset of non-culpable vehicles involved in two-vehicle crashes from police-reported crash data from 13 states.

<table>
<thead>
<tr>
<th>Comments</th>
</tr>
</thead>
</table>
| **[Chen and Kockelman]** [1] The Phase 2 report uses an unusually extensive data set of police-reported crash data from 13 states which the author compares in detail to national data sets to illustrate similarities and differences. The author is very thorough in addressing the difference in definitions of “serious” and “incapacitating” injuries across different states and the effects of such inconsistency on the regression results. 

[2] Since casualty risk in the report accounts for serious injuries but not minor injuries, the author should note that police-reported injury levels may also be poor indicators of the actual or Modified Abbreviated Injury Scale (MAIS) level, following medical evaluation. Farmer (2003) found that 41% of injuries reported by U.S. police as incapacitating received MAIS ratings of “minor injury” by health care professionals using NASS Crashworthiness Data System (CDS). Thus, the results of the estimated casualty risk increases and decreases rely heavily on the assumption that police errors in reporting actual MAIS ratings are consistent across states.

**[LBNL]** Inconsistencies in injury reporting across states are another reason to include a control variable for each state. The following text has been added to Section 2.3 of the Final Phase 2 report:

“Another type of bias is inaccurate reporting of injury outcomes by police officers at the scene of a crash. Using detailed NASS CDS records, in which a crash investigator tracks hospital records of victims in a small sample of police-reported crashes, Farmer (2003) found that 41% of injuries that police responders coded as serious or incapacitating received Modified Abbreviated Injury Scale (MAIS) ratings of “minor injury” by health care professionals. The possibility that these injury reporting errors are not consistent across states is another reason to include a control variable for the state in which the crash occurred.”

**[Farmer]** A major limitation of the Phase II analysis is a bias that may be due to the patterns of missing data. In particular, the vehicle identification number (VIN) is missing or mistyped for many crash records. High-severity crashes (especially fatal) are more likely to have detailed police investigation, so VINs (and other variables) in these crashes may be more complete. State crash files are therefore much less reliable than FARS.

**[LBNL]** LBNL assumes that missing or erroneous VINs are equally distributed among vehicle year, make and model. In its primary analysis LBNL used only vehicles whose model year reported in the crash database matched the model year from the decoded VIN (as well as all vehicles in certain years in Washington where model year was not recorded in the state database). In addition, in Section 5.7 of the Final Phase 2 report LBNL...
corrected obviously erroneous VINs, by translating VIN position 10, shifting the VIN one position to the right starting at position 9 (both based on the reported model year), and translating VIN position 8, the vehicle engine code (based on a large database of known valid VINS, as described in Wenzel 2011a). Combined these changes increased the number of available records by only 1%.

**[Van Auken]** [1] The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the comments in Table 1 on the limitations of this data.

[2] The use of property damage accident data and cases with serious injury from the 13 states seems appropriate (with the noted qualification that the different states may have different accident reporting thresholds and injury reporting criteria). The concerns about the use of data for the 3 additional states (Georgia, Illinois, and New Mexico) have also been noted.

**[LBNL]** Because of the differences in crash or injury reporting thresholds and injury severity reporting across states, LBNL used a control variable for each state in which the crash occurred.

[3] In addition, there are also many differences in the coding variables and values used by the different states, which tend to make the recoding to a common data set (either induced-exposure, police-reported accident, or severe injury) imprecise.

**[LBNL]** The coding of the variable for type of crash may vary across states. However, the remaining control variables used from the state crash databases are either derived from the VIN, or based on the driver age and gender, or the time or location of the crash. LBNL believes that these variables are consistently coded among the thirteen states.
Please comment on any apparent, unstated, or implicit impact on estimated risks inherent in the two different approaches, and any related caveats or limitations. For example, what are the strengths and weaknesses of the two measures of vehicle exposure, miles of vehicle traveled scaled up from crash data from 13 states, and number of police-reported crashes?

<table>
<thead>
<tr>
<th>Chen and Kockelman</th>
<th>The Phase 1 analysis used non-culpable vehicles in two-vehicle crashes as a proxy for induced exposure crashes. In contrast, Phase 2 analysis uses data from vehicles involved in one-car crashes and the responsible vehicle in two-car crashes. The exclusion of the not-at-fault vehicle in two-car crashes may be distorting the distribution of crash frequency and casualty risk across different vehicle makes and models if crash-prone drivers are more likely to drive certain types of vehicles.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBNL</td>
<td>The Phase 1 analysis used a subset of non-culpable vehicles in two-vehicle crashes to assign vehicle, driver, and crash characteristics to the total number of US vehicle registrations and miles driven. The measure of exposure in the Phase 1 analysis is national miles driven. The Phase 2 analysis used all non-fatality (or non-casualty) crashes in the 13 states as the measure of exposure for estimating fatalities (or casualties) per crash; the same VMT from the Phase 1 study was used to estimate crashes per VMT, and fatalities (or casualties) per VMT.</td>
</tr>
<tr>
<td>Farmer</td>
<td>The VMT weights provided by NHTSA were scaled to represent the entire US. Comments on pp. 9 and 18 of the Phase II report seem to acknowledge this deficiency, promising to adjust these to the 13 states in the future. Was any adjustment made, such as multiplying the weights by the proportion of annual US VMT accounted for by each of these states? The accuracy of the VMT weights is critical is we are to believe the somewhat surprising results concerning crashes per VMT.</td>
</tr>
<tr>
<td>LBNL</td>
<td>LBNL requested that NHTSA recalculate the VMT weights to represent the total number of vehicles registered, and the estimated total number of miles driven, in the thirteen states, rather than for the entire US. NHTSA declined to provide LBNL VMT weights for the 13 states.</td>
</tr>
<tr>
<td></td>
<td>In their previous analyses DRI similarly found that crash frequency (per VMT) increases as mass decreases. And in Section 1.6 of its 2011 report NHTSA notes that small and light vehicles historically have had higher crash and insurance claim frequency per vehicle mile traveled, despite their theoretical advantage in terms of handling, braking, and accelerating.</td>
</tr>
<tr>
<td>Van Auken</td>
<td>[1] The number of fatal or serious injury cases tends to be much less than the number of induced-exposure cases (and the number of police-reported accidents). Therefore the effective numbers of degrees-of-freedom in the statistical estimates tend to be limited by the available number of fatal or serious injury cases. For example, it would not be possible to estimate the effects of two variables (e.g., just curb weight and footprint) if we had data for only one fatal of serious injury case even if we had thousands of induced-exposure cases. Therefore it is desirable to use data for the entire US in order to get a large sample of</td>
</tr>
</tbody>
</table>
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fatal cases for the logistic regressions. This then requires the available induced-exposure data (i.e., from 13 states) to be "scaled up" the US level using the method described in Kahane (2003 and 2011). The result is the best currently available estimate of vehicle exposure.

[2] There may be some concerns about the accuracy of the vehicle miles-travelled data because the difficulty estimating the number of vehicle miles travelled at the make-model-year-state level of detail.

[LBNL] RL Polk provided NHTSA a database of average odometer reading by vehicle year, make and model based on hundreds of thousands of odometer readings. Because many of these records came from state emission inspection and maintenance programs, it is likely that they are skewed towards vehicles driven in urban areas, which tend to be driven fewer miles than comparable vehicles registered in rural areas.

An additional limitation of the VMT weights developed by NHTSA is that they do not account for the reduction in miles driven in response to higher gas prices and the economic recession in 2008, as noted in Section 5.3 of LBNL’s Phase 1 report. Despite these limitations, the average VMT weights NHTSA has developed are an improvement over the averages used in the 2003 analysis.

ADDITIONAL COMMENTS:


[Farmer] Statements above Figure 2.7 in the Phase II report imply that the effects of weight reduction on crashes per VMT and fatalities per crash should add up to the effect on fatalities per VMT. This is not the case. For example, a 1.43% increase in crashes per VMT and a 0.76% decrease in fatalities per crash would imply a 2.16% decrease in fatalities per VMT (i.e., 1 - 0.9924/1.0143). The fact that the model on fatalities per VMT yields an estimated 1.08% increase should be a cause for concern. Either the VMT weights are inaccurate or the control variables have different effects on crash frequency and crashworthiness.

[LBNL] Table ES.1 reports for lighter-than-average cars a 2.00% increase in crash frequency, a 0.54% decrease in fatalities per crash, and a 1.42% increase in fatalities per VMT; in this case the first two estimates sum almost exactly to the third (2.00% - 0.54% = 1.46%). In other cases the first two estimates do not sum to the third. In its previous studies DRI solved the three equations, crashes per VMT, fatalities per crash, and fatalities per VMT, simultaneously, which forces the estimated effects on fatalities per VMT to equal the sum of the estimated effects on crashes per VMT and fatalities per crash.
<table>
<thead>
<tr>
<th>5. RECOMMENDATIONS</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please comment on whether the LBNL assessment adequately addresses the NHTSA 2011 study and identifies the safety impact from mass reduction. Are the analytic methods and data used to assess the NHTSA study, and estimate the relationship between risk, mass, and footprint, appropriate? Is casualty risk per crash a legitimate measure of vehicle safety? What other methods or data could be used to better predict the effect of future vehicle designs on safety?</td>
<td>[Chen and Kockelman] As noted above, a primary concern remains a neglect of the notion that the type of car is very much a proxy for driver type, and a vehicle’s crash avoidance may have very little to do with vehicle type. It has a lot to do with the person behind the wheel. Simply including gender and age variables cannot account for important covariates such as education, risk aversion, driving ability, wealth, etc. In reality, small cars may be less crash prone than Kahane’s and Wenzel’s results suggest, because they are driven by lower-income, younger, less risk averse people driving in more crash prone settings (e.g., commercial strips rather than pricey residential suburbs). Alas, it is very difficult to control for all these variables, since they are not readily available in data sets. In reality, the best the report authors can do with such data sets is to explain how all the other, relevant attributes may factor in (e.g., quality of driver and typical driving settings), and how they can generate biased estimation (sometimes in either direction). Discussion of relevant literature that looks more deeply at crash outcomes (e.g., Wang or Chen’s papers, mentioned above, allowing for heteroscedasticity and individual vehicle attributes, non-driver outcomes, etc.) will also be useful.</td>
</tr>
<tr>
<td>[LBNL] As discussed above, additional sensitivity analyses were run using an alternative control variable for vehicle characteristics, initial vehicle purchase price (using values in Polk’s VIN decoding software), and an alternative control variable for driver behavior, household income (based on California vehicle registration data in 2010). The results of these sensitivities are shown in Sections 5.3 and 5.5 in the Final Phase 2 report.</td>
<td>[Farmer] Casualty risk per crash does not fully measure the effects of vehicle size and weight reductions on society. Casualty risk per VMT best coincides with the NHTSA analysis of fatalities per VMT. The breakdown of casualty risk per VMT into the crash frequency and crashworthiness components is of interest. However, the surprising results reported here make everything suspect. For example, the Phase II report concludes that “the detrimental effect of male drivers has to do with their higher tendency of getting into a serious crash rather than their sensitivity to injury once a serious crash has occurred” (p. 24). A few pages later it concludes that “male drivers have essentially no effect on crash frequency, but cause a statistically significant increase in fatality risk once a crash occurs” (p. 28).</td>
</tr>
<tr>
<td>[LBNL] A summary discussing unexpected results has been added to the end of Section 2 in the Final Phase 2 report.</td>
<td>[Van Auken] [1] The basic methodology described by Kahane (2011) seems appropriate; and the extension by Wenzel (2011b) are also appropriate. However some results using these methods and data are not well</td>
</tr>
</tbody>
</table>
understood and need further diagnosis.

[2] The induced-exposure data set provided by NHTSA is based on the non-culpable vehicles in two-vehicle crashes. See the Table 1 comments on the limitations of this data.

[3] The state accident data files tend to have different database variable and coding definitions and criteria, which could confound the results.

Please comment on the overall adequacy of LBNL’s assessment of the 2011 NHTSA report and its independent study of casualty risk for predicting the effect of vehicle mass or footprint reduction on safety. Provide any recommended improvements that might reasonably be adopted by the author to improve the analysis.

[Chen and Kockelman] Overall, the study is an enriching complementary document to the Phase 1 assessment of the 2011 NHTSA report. The parallel structure of the two reports allows the reader to easily compare and contrast the various additional analyses which examine the relationship of vehicle mass and footprint reduction on safety. However, as stated previously in the comments here, driver preference for specific car types (including size and mass) is related to driver socioeconomic characteristics and driving behavior. As vehicle, driver, and roadway environment characteristics all contribute to fatality risk, the effects of physical vehicle changes such as mass or footprint reduction on safety should not be overstated when the other two types of characteristics are not sufficiently accounted for.

[LBNL] As discussed above, additional sensitivity analyses were run using an alternative control variable for vehicle characteristics, initial vehicle purchase price (using values in Polk’s VIN decoding software), and an alternative control variable for driver behavior, household income (based on California vehicle registration data in 2010). The results of these sensitivities are shown in Sections 5.3 and 5.5 in the Final Phase 2 report.

[Farmer] Overall these are reasonably good studies. The Phase I report does a very good job of assessing the NHTSA report of fatality risk. However, the Phase II report should be more cautious in its conclusions concerning casualty risk. The casualty analysis is based solely on police-reported data from 13 states, which:

1. May not be representative of the US as a whole.
2. Are inconsistent in the information given and the way in which it is coded.
3. Suffer from information that is missing, inaccurate, or unclear.

[Van Auken] The Wenzel (2011b) report provides a valuable supplement to the analysis and results in the Kahane (2011) report.

ADDITIONAL COMMENTS:
[Farmer] Column G of Table 6.1 in the Phase II report provides the most appropriate comparison to results from the NHTSA report (Column A). For both fatalities and casualties per VMT, a 100-lb weight reduction is most harmful in lighter cars, less harmful in heavier cars and lighter light trucks, and slightly beneficial in heavier light trucks, minivans, and crossovers.

[Van Auken] See attached tables 6 and 7 below.
<table>
<thead>
<tr>
<th>Section</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Use of $R^2$ is confusing. Suggest using lower case &quot;r&quot; when referring to the sample correlation coefficient (Box, Hunter, Hunter, 1978, P. 61); or upper case R when referring to the regression coefficient of multiple determination (Draper and Smith, 1981, p. 90).</td>
</tr>
<tr>
<td></td>
<td><strong>[LBNL]</strong> Figures 3.1 and 3.2, and 4.1 through 4.5, report $r$ and not $R^2$ in the Final Phase 2 report. In addition, a new Table 3.1 with $r$ and VIF, and a new Table 4.1 with $r$ and $R^2$, have been added.</td>
</tr>
<tr>
<td>All</td>
<td>In most cases the reported results are just estimates, but are not described as such. The word &quot;effect&quot; appears several hundred times in this report with the &quot;estimated&quot; or other qualifier. In some cases this may be appropriate and in other cases it is not appropriate. It is recommended that the author review each instance and revise as appropriate.</td>
</tr>
<tr>
<td></td>
<td><strong>[LBNL]</strong> The word “estimated” will be used extensively in the final report. In addition the following text will be included in the Executive Summary, Section 1, and Section 6:</td>
</tr>
<tr>
<td></td>
<td>Although the purpose of the NHTSA and LBNL reports is to estimate the effect of vehicle mass reduction on societal risk, this is not how the regression models should be interpreted. Rather, they are estimating the recent historical relationship between mass and risk, after accounting for most measurable differences between vehicles, drivers, and crash times and locations. In essence, the regression models are comparing the risk of a 2600-lb Dodge Neon with that of a 2500-lb Honda Civic, after attempting to account for all other differences between the two vehicles. The models are not estimating the effect of literally removing 100 lbs from the Neon, leaving everything else unchanged.</td>
</tr>
<tr>
<td></td>
<td>In addition, the analyses are based on the relationship of vehicle mass and footprint on risk for recent vehicle designs (model year 2000 to 2007). These relationships may or may not continue into the future as manufacturers utilize new vehicle designs and incorporate new technologies, such as more extensive use of strong lightweight materials and specific safety technologies. Therefore, throughout this report we use the phrase “the estimated effect of mass (or footprint) reduction on risk” as shorthand for “the estimated change in risk as a function of its relationship to mass (or footprint) for vehicle models of recent design.”</td>
</tr>
</tbody>
</table>
| All     | “Crashworthiness” in most instances should be changed to "crashworthiness and crash compatibility" because the fatalities and/or serious injuries may either be in the subject vehicle (crashworthiness effect) or collision partner (crash compatibility
4 The statistical significance of the linear trends in Figures 4.1 through 4.9 are not reported. It would be helpful if the confidence intervals or statistical significance of the linear trends were reported, either in addition to or instead of $R^2$. The confidence intervals for the estimated slopes should be added to the results in Tables 4.1 and 4.2.

**LBNL** New Tables 4.1 through 4.5 summarize the linear trends and statistical significance of Figures 4.1 through 4.17 in the Final Phase 2 report.
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
<th>COMMENTS AND RECOMMENDATIONS</th>
</tr>
</thead>
</table>
| Executive Summary, 4    | iv, v, 22, 66 | Suggest changing "variance in risk" to "variation in risk" throughout.  
[LBNL] The suggested change has been made.                                                                                                                |
| Executive Summary, 6    | vii, 63 | The statement "In conclusion, casualty risk per crash is not necessarily a better metric than fatality risk per VMT for evaluating the effect of mass or footprint reduction on risk; rather, it provides a different perspective in assessing the benefits or drawbacks of mass and footprint reduction on safety in vehicles. However, it does allow the separation of risk per VMT to be separated into its two components, crash frequency and risk per crash" suggests that the casualty risk per crash metric was needed in order to assess the crash frequency and risk per crash, which is incorrect. The DRI (2003-2012) methods have also estimated the effects of weight and size on crash frequency (A/E) and risk per crash (F/E) in terms of fatalities.  
[LBNL] Text has been changed. |
| 5.3                     | 49   | It would be helpful to list the 18 manufacturer dummy variables in a table.  
[LBNL] The indicator variables for the vehicle manufacturers has been added to the final report.                                                        |
| 5.3                     | 48-49 | It is unclear why Lexus, Acura, and Infinity are treated as separate manufacturers, but Cadillac and Lincoln are not.  
[LBNL] The results of two regressions has been included in the final report: one including the five luxury brands in their parent manufacturers, and one accounting for each of the five luxury brands. Accounting for the five luxury brands has little effect on the estimated detrimental effect of car mass reduction on risk, as shown in Figure 5.3 in the Final Phase 2 report. |
| 5.3                     | 49   | It is unclear why AM General is considered a Chrysler brand. The AM General Hummer was sold by GM beginning with the 2003 model year.  
[LBNL] AM General has been removed from the Chrysler brand and included in the Other category.                                                       |

David L. Greene

January 10, 2012

Summary

The Phase I and Phase II analyses by Tom Wenzel of LBNL have been executed diligently and consistently in accord with the methods and data used in the original NHTSA analysis. The studies contain many valuable, new insights. The phase I study highlights the weakening relationship between vehicle mass and highway fatalities. This is not only seen in decreasing coefficient estimates but in the very large number of results that are not statistically significant. When regressions were done separately by footprint deciles, vehicle mass was statistically significantly positively related to fatalities only for light-duty trucks in rollovers, there were almost as many cases in which mass was negatively related to fatalities (9 vs. 13 out of 27) and there were more instances of statistically significant negative relationships than positive relationships. Given that so many tests are being jointly conducted, it is quite possible that when joint probabilities are considered, there is no significant relationship between mass and fatalities (more on joint probabilities later). Showing the weakness and inconsistency of these results is an important contribution.

Another meaningful contribution of the phase I study, and one that deserves more emphasis, is a logical inference from the following findings: 1) much of the variance in risk remains unexplained even by the most complete models, 2) control variables explain 1 to 2 orders of magnitude more of the variance than the variables of interest (mass and size), 3) when key control variables are removed or changed it strongly influences the coefficients of mass and size. These results have very important implications for the robustness of the results and the likelihood that some or all of the apparently statistically significant relationships are due to spurious correlations with omitted or imperfectly controlled factors. Noting that exposure measures are control variables with constrained coefficients, the following observation from the phase I study is especially perceptive.

“Calculating risk as total fatalities per induced exposure crash, rather than per vehicle mile traveled, reverses the sign of mass reductions on risk in cars and the lighter light trucks, with mass reduction leading to a reduction in risk in all vehicle types.”

Finally, the phase I report notes that if only the control variables are included in the regression and not size or mass, the resulting residuals from the regression are uncorrelated with size or mass. Given these findings (as well as those of phase II) the conclusions that,

“The 2011 NHTSA study, and this report, conclude that the effect of mass reduction while maintaining footprint on societal US fatality risk is small, and may be non-existent.”
should be revised with the following emendation, “... and probably non-existent.”

**[LBNL] Text will be revised as indicated in bold above.**

Both studies, like the NHTSA analysis, have shortcomings in terms of interpreting the results and the language used to describe the results, and acknowledging the limitations of the data and methodology. The limitations are extensive. The interpretation of the results of the LBNL studies commits two important, related errors. The first is to attribute inferred coefficients of mass and size as representing only the effects of vehicle mass and size when, as the phase I and II study results indicate, there is a virtual certainty that aliasing effects are present due to a combination of omitted variables, errors in variables and correlations among variables. Given that estimated driver and environmental factors tend to have 1-2 orders of magnitude larger impacts on safety outcomes than vehicle factors, the almost certain presence of aliasing effects must be explicitly acknowledged as severely limiting the ability to draw inferences about the effects of vehicle attributes. Second, the language used in interpreting results fails to acknowledge that the analysis does not address the effects of down-weighting or down-sizing specific vehicles or vehicle designs, but instead relies on correlations between vehicle weight and size in existing vehicle designs. In existing vehicles, weight and size are correlated with each other and many other vehicle attributes (and driver and environmental attributes, as well). Thus, the study is not actually measuring the effects of down-weighting via the material substitution and design changes likely to occur as a consequence of fuel economy and emissions standards. An early example of the kind of misleading language referred to here can be found on page iv.

“For example, a 100-lb reduction in the mass of lighter cars leads to a 1.84% increase in crash frequency (columns B), while mass reduction leads to a 0.76% decrease in the number of fatalities per crash (column C);”

This statement is misleading in that it implies causality rather than correlation, and it is additionally misleading in that it implies that the inference applies to removing weight from specific vehicles. Neither is correct. A better statement would be the following.

“For example, vehicles in the lighter class that are 100 lbs. lighter are correlated with a 1.84% increase in crash frequency....”

There are so many examples of this misleading language that it is not feasible to list them all. All should be corrected, however. Failure to correct them could lead to serious misinterpretation of the studies’ findings.

**[LBNL] The word “estimated“ will be used extensively in the final report. For example, the above sentence will be rewritten as:**

“For example, the models estimate that 100-lb lower mass in lighter-than-average cars is associated with a 2.00% increase in crash frequency (column B), while lower mass is associated with a 0.54% decrease in the number of fatalities per crash (column C);”
In addition, the following text will be included in the Executive Summary, Section 1 and Section 6 of the reports:

“Although the purpose of the NHTSA and LBNL reports is to estimate the effect of vehicle mass reduction on societal risk, this is not exactly what the regression models are estimating. Rather, they are estimating the recent historical relationship between mass and risk, after accounting for most measurable differences between vehicles, drivers, and crash times and locations. In essence, the regression models are comparing the risk of a 2600-lb Dodge Neon with that of a 2500-lb Honda Civic, after attempting to account for all other differences between the two vehicles. The models are not estimating the effect of literally removing 100 lbs from the Neon, leaving everything else unchanged.

In addition, the analyses are based on the relationship of vehicle mass and footprint on risk for recent vehicle designs (model year 2000 to 2007). These relationships may or may not continue into the future as manufacturers utilize new vehicle designs and incorporate new technologies, such as more extensive use of strong lightweight materials and specific safety technologies. Therefore, throughout this report we use the phrase “the estimated effect of mass (or footprint) reduction on risk” as shorthand for “the estimated change in risk as a function of its relationship to mass (or footprint) for vehicle models of recent design.””

Following in the footsteps of the seminal study by DRI, the NHTSA and LBNL studies contribute to the literature in three important ways: 1) the LBNL and NHTSA studies recognize that the societal safety perspective is the correct perspective to when assessing the impacts of fuel economy and emissions regulations, 2) they recognize that vehicle dimensions and vehicle mass may have separate and potentially different impacts on both the likelihood of a crash and the outcomes of the crash and, 3) the LBNL phase two analysis makes an additional contribution by attempting to disentangle factors affecting the likelihood of a crash and factors affecting the outcomes of a crash.

Speaking of the DRI study, I am puzzled about why there are no references cited in the phase I study and only a handful all by Kahane and Wenzel, in the phase II study. This is perhaps due to the scope of work defined for the two studies but there are highly relevant studies in the literature that could have been cited, those by DRI foremost among them. Making use of the insights from these studies would have been helpful in interpreting the results of both phase I and phase II.

[LBNL] LBNL has summarized the 2003 DRI studies, as well as updated results published by DRI in 2011; see Sections 2 and 3 in the Final Phase 2 report.

Lack of a Theory or Model of the Phenomenon

Both the NHTSA and LBNL studies lack a rigorous theory of the process by which down-weighting at constant size or down-sizing at constant mass affect societal safety either through crash avoidance or crashworthiness. This is not a trivial shortcoming because it affects the ability to formulate hypotheses and interpret results. Prior to the dissenting report on safety of the NRC 2002 CAFÉ report, the physics of elastic collisions between objects was typically cited as the underlying physical model. That report showed how taking the societal perspective renders that model inappropriate. What remains appears
to be far more complex, involving the quantity of kinetic energy, the ability of vehicle designs to absorb that energy so as to minimize maximum deceleration rates, stability, maneuverability, safety technologies, and more.

The consequences of the lack of a rigorous theory are that it is not known, a priori, what the signs of coefficients are expected to be, let alone what their quantitative relationships should be. Hypotheses must be formulated based on intuition and the interpretation of results is likewise ad hoc. One implication of this is that results that suggest that lower fatalities are associated with lower vehicle mass have equal standing, a priori, with results that indicate that higher fatalities are associated with lower vehicle mass, and similarly for vehicle size. There are no surprising or unsurprising results, in theory.

This also makes it difficult to develop a plan for statistically testing the model or theory and its implications. It would have been helpful to the reader to have been presented early on in the report with such a plan of analysis.

[LBNL] Section 1.5 of NHTSA’s 2011 report summarizes the hypothetical physical relationships between vehicle mass, footprint, and societal fatality risk. LBNL has added a section summarizing this discussion at the end of Section 1 of the Final Phase 1 and Phase 2 reports.

On the Virtual Certainty of Aliasing

The LBNL report typically attributes causal effects to correlations between mass or size and safety. In fact, most or all of the observed correlations are almost certainly affected by aliasing effects. There is ample evidence for this inference in the results presented in the LBNL phase II report.

The coefficients of mass and size change in important ways when different model formulations are estimated. Removing and adding control variables changes the magnitudes and sometimes the signs of the mass and size variables. This means that, at a minimum, the mass and size variables alias the effects of the omitted control variables. The question is whether the aliasing is eliminated entirely by the inclusion of the control variables available or whether some aliasing remains either because not all relevant and correlated control variables have been included or because the included control variables are imperfect measures of the factors they are intended to represent.

The latter seems highly likely for the following reasons. First, the overall explanatory power of the full models (including control variables), as measured by their $R^2$ is low. Most of the variance in casualties and fatalities remains unexplained. Second, at least some of the important included control variables are only crude approximations of the factors they are intended to represent. For example, dummy variables represent differences in state reporting practices, age and gender represent risky driving behavior differences among owners of different sizes and masses of vehicles, the presence or absence of a kind of safety equipment represents both its performance and use in a particular vehicle, and calendar year dummy variables represent unknown factors associated with the respective calendar years. Such practices are common and their use is appropriate. Third, the control variables generally account for 1-2 orders of magnitude more variance in the casualty and fatality variables than do vehicle weight and size. To recap, the amount of unexplained variability in the dependent variables is larger
relative to the variance statistically explained by the most complete models. Control variables are correlated with size and mass, and they account for 1-2 orders of magnitude more variability in the dependent variables than the variables of interest, mass and size. Therefore, even small correlations of size and mass with omitted variables or with errors (imprecision) of the control variables could easily result in biased estimates for the effects of size and mass on the dependent variables.

**[LBNL]** The only control variables used in the NHTSA regression models that are correlated with size or mass are the HD_PKP variable (r of 0.65 on OVERWT00 and r of 0.54 on FOOTPRNT) and the SUV variable (r of 0.62 on FOOTPRNT). The control variable LBNL has added to the sensitivity analyses for initial vehicle purchase price, PRICE000, also is correlated with mass and footprint. However it is possible that other controls not included in the regressions may be correlated with mass or footprint.

Tom Wenzel is to be commended for providing the results that definitively demonstrate the three key points made above. The above is not a criticism of the analysis nor of the results, per se. It is a criticism of their interpretation. In light of the above, the results should be interpreted in light of the virtual certainty that many of the estimated coefficients are likely to be biased in ways that make their interpretation highly uncertain. The implication is that phrases such as “down-weighting or down-sizing caused” to “mass (or size) and unobserved correlated factors are associated with…”

**[LBNL]** The following text will be added to the executive summary:

“It is unclear why lower vehicle mass is associated with higher crash frequency, but lower risk per crash, in the regression models. It is possible that including variables that more accurately account for important differences among vehicles and driver behavior would reverse this relationship. On the other hand, it is also possible that over thirty years of improvements in vehicle design to achieve high crash test ratings have enabled manufacturers to use clever vehicle design to mitigate the hypothetical safety penalty of low mass vehicles.”

“The large remaining unexplained variance in risk by vehicle model could be attributable to other differences in vehicle design, or how drivers who select certain vehicles drive them. It is possible that including variables that account for these factors in the regression models would change the estimated relationship between mass or footprint and risk.”

Additional text, discussing unexpected results, has been added to the end of Section 2 of the Final Phase 2 report.

**On Joint Probabilities**

The NHTSA and LBNL studies do not correctly interpret their results as joint statistical tests. When testing a hypothesis on, for example, 5 vehicle classes simultaneously, a result for one equation that might be statistically significant on its own may not be statistically significant as one of five related tests.

Statistical analyses comprised of multiple regressions too often overlook the fact that tests of statistical significance designed for individual regressions may not apply in the case of multiple regressions. That is the case here. NHTSA conducted 5 analyses to infer relationships between mass differences among
vehicles holding footprint constant for 5 classes of cars. The results showed one relationship out of five was statistically significant. As table 1 illustrates, using a simple example, if one conducts 5 trials, each with a 0.05 probability of given result, there is a 22.6% probability of finding at least one such result in the five trials. Thus, the joint significance level of the overall result (1 statistically significant regression out of 5) is 0.226, rather than 0.05.

<table>
<thead>
<tr>
<th># Significant Regressions</th>
<th>Combinations</th>
<th>0.95</th>
<th>0.05</th>
<th>Joint Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.773780938</td>
<td>1</td>
<td>77.37809%</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.81450625</td>
<td>0.05</td>
<td>20.36266%</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.857375</td>
<td>0.0025</td>
<td>2.14344%</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.9025</td>
<td>0.000125</td>
<td>0.11281%</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.95</td>
<td>0.00000625</td>
<td>0.00297%</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3.125E-07</td>
<td>0.00003%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22.6%</td>
</tr>
</tbody>
</table>

So there is between a 1:4 and a 1:5 chance of getting one statistically significant result by pure chance. In fact, the actual significance level of the results is more complicated to calculate, and probably a bit smaller than 0.226. Thus, it is very appropriate for Dr. Kahane to add the qualifier “if any” to his conclusions about the relationship between the societal highway fatalities and mass reduction, holding footprint constant. Had appropriate tests of joint statistical significance been used to evaluate the results in the NHTSA and LBNL studies, the significance levels very likely would not meet accepted criteria for statistical significance. This could change the conclusions of the studies from the inference that mass is correlated with fatalities or casualties in some case but not others to the lack of statistically significant evidence that mass is correlated with fatalities or injuries on the highway. This is an important difference.

[LBNL] The comment implies that the significance of the estimate on mass for one of five types of vehicles, or for a handful of nine crash types, does not translate into whether the estimate of mass on risk across all vehicle types, or across all crash types, is statistically significant. For this reason we compared the results from NHTSA’s nine regressions for nine types of crashes, in which the estimated coefficients were weighted by the number of fatalities in each type of crash, with results from a single regression model for all crash types combined (without controlling for crash type). The second and third columns in Figure 2.1 of the Final Phase 1 report present this comparison. The figure indicates that the estimated effects of mass reduction on risk, and the statistical uncertainty of those estimates, are virtually identical, whether one takes the weighted average estimates from the nine regression models by crash type or whether one runs a single regression model including all types of crashes.
Figure 6.13 in the Final Phase 1 report similarly shows the estimated effect of mass reduction from nine regression models, each including all vehicle types (with control variables for vehicle type) in each regression model. However, this analysis does not run a single regression model for all types of crashes. We ran a single regression model, across nine crash types and three vehicle types, including control variables for vehicle types but not for crash types. The estimated effect of a 100-lb reduction in mass is a 0.15% (+/- 0.23%) increase in US fatality risk per VMT holding footprint constant, while the estimated effect of a 1-square foot reduction in footprint is 0.43% (+/- 0.23%) increase in risk, holding mass constant.

These results suggest that, across the entire vehicle fleet, the estimated effect of mass reduction on fatality risk is very small, and not statistically significant, even though mass is associated with risk for certain vehicle types in certain types of crashes. However, we believe NHTSA is justified in examining the relationship between mass and risk for certain classes of vehicles.

NHTSA found that there is a statistically-significant, albeit small, estimated increase in fatality risk as mass decreases in one of five vehicle classes studied, lighter-than-average cars. Although it is possible that this result was obtained by pure chance, as expected by joint probabilities or the multiple-comparison fallacy, the fact that this result was obtained for the lightest cars, the vehicle class we expect to be most sensitive to mass reduction, does not appear to be a purely random result.

Page-by-Page Comments

I will make page by page comments on the phase II study only, since that contains the overwhelming share of original contributions and the key findings of the phase I study are recapitulated there.

p. iii Paragraph 3. This would be a very good place to acknowledge the importance of driver behavior and environment on crash avoidance especially.

p. iv Para. 3. This would be a good place to discuss probability inference in joint tests.

Para 4. The statement about a 100-lb reduction in the mass, etc., is a good example of misleading language.

p. v Para. 1. Again, it is misleading to say that mass reduction increases crash frequency, for reasons stated above.

Para. 2. It is more accurate to describe the association of lower vehicle mass with casualty risk than the “effect of mass reduction on...” casualty risk.

Para. 3. Would benefit greatly from joint probability inferences.

Para. 4. As noted above, this shows how much more important the control variables are than the variables of interest.

Para 5. Again, these are correlations not necessarily effects.
Para. 1. Again, mass reduction is misleading terminology and you do not know if it increases casualty risk or not, you know only a correlation. Why is this so important? It is the virtual certainty of spurious correlations, or aliasing, as noted above.

Para. 4. (1st bullet) This is clear evidence of aliasing. Take variables out of the regression and the coefficients of interest change in important ways. Are there no important factors still missing? Are the variables included perfect measures of the factors of interest? Of course not. Thus, there must be remaining aliasing. How bad is it? We don’t know.

The third bullet shows the same effect with a different set of variables.

Para. 4. No, your analysis does not indicate “…that much of the detrimental effect of mass or footprint reduction on risk can be attributed to the tendency for mass or footprint reduction to increase crash frequency.” Again, you have correlation, not causation and you have good reason to believe that what you are seeing is affected by spurious correlations.

Para. 5. The “effect” is small, 1-2 orders of magnitude smaller than correlations with other control variables, and IS strongly affected by which variables are in the equation, as stated on the previous page, and there is a great deal of unexplained variance. Please reconsider the meaning of these results in light of the comments above.

Finally, as the last paragraph of the ES implies, it would be far better not to speak in terms of “reducing” mass or size. That is not what is happening in your data set.

Para. 4. Risk per VMT includes the effects of how well vehicles are driven as well as how well they can be driven. I think there is no chance that you have fully accounted for how well vehicles are driven.

Including driver age does account for how well vehicles are driven, to some extent. In addition, LBNL ran a sensitivity where vehicles with “bad” drivers (i.e. crashes involving drug or alcohol use, or the driver was cited for speeding, another traffic violation, or had been cited in the previous three years) were excluded from the analysis. Figure 5.14 of the Final Phase 1 report shows that this sensitivity found that the estimated detrimental effect of mass reduction on risk per VMT increased substantially for cars and lighter light trucks, and the estimated beneficial effect of mass reduction on risk decreased substantially for heavier light trucks and CUVs/minivans. Unfortunately, this detailed information on the driver is not available in the state crash data, so a similar analysis cannot be done to estimate the effect of removing bad drivers on crash frequency or on risk per crash. However, LBNL did run a sensitivity including average household income; see Section 5.5 in the Final Phase 2 report.

Para. 2. Exposure measures are explanatory variables whose elasticity is constrained to 1. That is, it is assumed that an increase in vehicle use of 1 vehicle mile produces a 1 unit increase in the chance of a fatality (or casualty as the case may be). This is actually a maintained hypothesis. If this hypothesis is incorrect, it can bias the other coefficients in the equation. Thus, the change from fatalities/VMT to fatalities/registration-year, to fatalities per crash not only changes the meaning of the analysis, it also may bias coefficients in the event that the true relationship between fatalities and VMT is not an elasticity of 1.
[LBNL] We expect that the regressions using a different measure of exposure or of risk would estimate a different relationship between vehicle mass and risk.

p. 3 Line 1. Please acknowledge that your “accounting for differences in driver characteristics, crash locations, and other vehicle attributes” is incomplete and that this could affect your inferences about size and mass.

[LBNL] The phrase “...included in the NHTSA regression models” will be added to the end of this sentence.

p. 3 Para. 2. NHTSA’s use of “non-culpable” vehicles involved in two vehicle crashes as an exposure measure raises its own issues. How non-culpable was the non-culpable vehicle. Often this is a matter of degree, rather than black or white. Driver behavior may also be involved. It seems to me this is just another potential measure of exposure that may or may not be better than any other measure and may introduce new sources of bias in the analysis.

[LBNL] DRI suggested using stopped vehicles, rather than non-culpable vehicles, in two vehicle crashes as the measure of exposure. NHTSA and LBNL ran sensitivity analyses using this alternative measure of exposure; see Section 5.6 in the Final Phase 1 report.

p. 3 Para. 4. Induced exposure needs to be defined. What is it intended to mean? This needs to be explicit.

Also, I am startled that there are no equations in these reports. Equations can provide an unequivocal explanation of the assumed relationships that cannot be adequately accomplished by words, in many cases. Why no equations?

[LBNL] The method that NHTSA used to develop the vehicle registration and vehicle miles traveled weights using the non-culpable vehicles from the crash data from 13 states, national and state vehicle registration data from R.L. Polk, and average vehicle odometer reading by vehicle year, make, and model is complicated, and thoroughly described in Sections 2.3 through 2.6 of the 2012 NHTSA final report.

p. 7 Para 3. CUVs and minivans are involved in fewer crashes with stationary objects than cars. Why? Is it the drivers, the vehicles, or the passengers? How well can you control for such differences? Not well. What does this mean for your analysis?

p. 9 Para 1. Here an equation showing how the weighting was done would be very helpful.

[LBNL] Please refer to Sections 2.3 through 2.6 of the 2012 NHTSA final report for a detailed description of how NHTSA created the VMT weights.

p. 9 Bullet 1. Excluding these vehicle types implies that the control variables in the model are not adequate to account for whatever makes these vehicle types different from the vehicles included in the analysis. First, this is an admission that the model is not adequate to explain the fatalities associated with these vehicles. Second, it is an admission that if they were included the coefficients on the variables of interest would likely be biased by spurious correlations. Clearly, it would not even be sufficient to include the vehicles along with a control variable (e.g.,
X = 1 if vehicle is a police car, 0 otherwise). This is yet another indication that the model suffers generally from omitted variables, errors in variables and correlation among right-hand side variables.

[LBNL] LBNL agrees that excluding these vehicle types is a tacit admission by NHTSA that the control variables used in their regression models do not fully account for differences in vehicle types or the behavior of their drivers. However, LBNL ran a sensitivity in both Phase 1 and Phase 2 draft final reports where these four vehicle types were included in the regression models, with a control variable for each vehicle type. Figure 5.15 in the Final Phase 1 report indicates that including these vehicle types increases the estimated detrimental effect of mass reduction on US fatality risk per VMT for lighter-than-average cars, but increases the estimated beneficial effect for heavier-than-average light trucks. Figure 5.12 in the Final Phase 2 report shows that including these vehicle types has little effect on the estimated effect of mass reduction on casualty risk per crash.

p. 10 Line 3. Sentence does not make sense. Please correct. [LBNL] The sentence fragment has been deleted.

p. 12 Sect. 2.3. Please provide an equation. [LBNL] The term “equation” has been replaced with the term “conversion factor.”

p. 13 Were the confidence intervals calculated using e^2-1? Please state explicitly or, better, show an equation. [LBNL] Yes, the end of this paragraph states that the confidence intervals were calculated the same way.

Para. 2. Here another instance where you say “mass reduction increases societal fatality risk” but you really are not entitled to say that. It is misleading. Also, the NHTSA CI’s are larger, as they should be in a joint test.

Para. 3. These results require an underlying theory for interpretation. The lack of one makes it seem like there is just no consistency in the results.

[LBNL] A section summarizing the physical theory of vehicles and fatality risk has been added after Section 1 in both the Final Phase 1 and Phase 2 reports.

Para. 4. The fact that the results for fatalities per crash differ substantially from fatality per VMT may be very important. Taken at face value, it would imply that any negative effect of reduced mass is due to its effect on crash avoidance (crash probability) rather than crashworthiness. This is where the lack of a theory is most troubling. Why would that be? Are lighter vehicles less easily controlled, etc.? Or, as seems much more likely, is there a spurious correlation between mass and other omitted or imperfectly measured factors (including driver behavior) that lead to an increased probability of a crash? Consider, for example, driver age. Driver age is related to crash involvement. Driver age is a control variable. But are all young drivers the same? Is it possible that young drivers more prone to risky behavior tend to drive lighter vehicles? If so, this could partly explain the result observed. Of course, this is just speculative, but the point is that correlations with imperfectly measured and omitted factors are highly likely to be present in the data and, if there, could easily affect the statistical inferences.
[LBNL] We expect that the regressions using a different measure of exposure would estimate a different relationship between vehicle mass and risk, although the differences could also be explained by other factors not included in the regression models.

p. 14 Here we see that changing the exposure measure influence the effect of mass and size on fatalities and casualties, which is more evidence that spurious correlations are likely to be biasing estimated coefficients for mass and size.

[LBNL] Again, we expect that the regressions using a different measure of exposure would estimate a different relationship between vehicle mass and risk. Although the differences could also be explained by other factors not included in the regression models.

The bar graphs with confidence intervals are well done and convey a great deal of information effectively. The patterns of magnitude and statistical significance are difficult to interpret, partly because there is no explicit theory of what should happen and partly, perhaps, because the relationships are actually not real.

p. 16 Para. 1. Reduction in the mass of lighter cars increases crash frequency but reduces fatalities per crash. This is contradictory to the previously maintained theory that mass protects due to the physics of velocity changes in elastic collisions. Indeed, there is no theoretical explanation for these results, only speculation.

[LBNL] It is unclear why lower vehicle mass is associated with higher crash frequency, but lower risk per crash, in the regression models. It is possible that including variables that more accurately account for important differences among vehicles and driver behavior would reverse this relationship.

Adding vehicle purchase price substantially reduces the estimated increase in crash frequency as vehicle mass decreases for all vehicle types; mass reduction is now estimated to slightly decrease crash frequency in the case of heavier-than-average cars, but is still estimated to increase crash frequency for the other four types of vehicles. See Figure 4.10 in the Final Phase 2 report.

On the other hand, it is also possible that over thirty years of improvements in vehicle design to achieve high crash test ratings have enabled manufacturers to use clever vehicle design to mitigate the hypothetical safety penalty of low mass vehicles.

Text to this effect has been added to the Final Phase 2 report.

p. 18 Para. 1. Here is a good example of such casual speculation.

p. 19 Para. 1. Developing VMT weights for the 13 states is a good idea, given the effect of exposure measures on inferences. Still the results would not be definitive.

p. 20 Para. 2. “Mass reduction leads to a large reduction in risk only in crashes with objects for heavier cars?” There is only one type of crash in which the simple physics of collisions leads to an unambiguous benefit for increased mass, and that is collisions with moveable or breakable objects. This finding contradicts even that.
As summarized in the new Section 1.1 in the Final reports, additional mass may be beneficial if it enables the vehicle to knock down the object and continue moving, thereby reducing its delta V than if the vehicle was stopped by the object. In a previous study NHTSA estimated that the object is knocked down in about 25% of frontal collisions with stationary objects (Partyka, 1995). However, if the object is immovable, reducing vehicle mass would lower the kinetic energy of the crash, thereby reducing the amount of energy for the vehicle’s structure to absorb, and likely reducing risk. Additional crush space or structural strength would increase the amount of crash energy the vehicle can absorb, tending to reduce risk to occupants.

Figures 2.12 through 2.14, and Table 2.3, in the Final Phase 2 report indicates that lower mass is associated with a reduction in 13-state casualty risk per crash in crashes with a stationary object, for four of the five vehicle classes, although the estimated reduction is large enough to become statistically-significant only for heavier-than-average cars (3.75%) and CUVs/minivans (2.60%). Note that in the same table lower footprint is associated with a significant 3.55% increase in casualty risk in car crashes with an object; smaller size substantially increases risk in crashes with objects for light trucks (0.99%) and CUVs/minivans (5.56%) as well.

The relationship between lower mass and fatality risk per crash in crashes with stationary objects is even stronger (not shown in the Final Phase 2 report, but shown in the table below); for fatality risk per crash, mass reduction is estimated to reduce fatality risk per crash in crashes with stationary objects in all five vehicle classes, and the estimated reductions are statistically significant for cars and the lighter light trucks. As in casualty risk per crash, footprint reduction is estimated to increase risk in all three types of vehicles.

Estimated effect of mass or footprint reduction on risk per crash, in crashes with a stationary object

<table>
<thead>
<tr>
<th>Variable</th>
<th>Vehicle type</th>
<th>Casualty risk per crash</th>
<th>Fatality risk per crash</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>Cars &lt; 3106</td>
<td>-0.80%</td>
<td>-3.96%</td>
</tr>
<tr>
<td></td>
<td>Cars &gt; 3106</td>
<td>-3.75%</td>
<td>-5.14%</td>
</tr>
<tr>
<td></td>
<td>LTs &lt; 4594</td>
<td>-0.78%</td>
<td>-3.98%</td>
</tr>
<tr>
<td></td>
<td>LTs &gt; 4594</td>
<td>0.04%</td>
<td>-0.81%</td>
</tr>
<tr>
<td></td>
<td>CUVs/minivans</td>
<td>-2.60%</td>
<td>-5.77%</td>
</tr>
<tr>
<td>Footprint</td>
<td>Cars</td>
<td>3.55%</td>
<td>4.41%</td>
</tr>
<tr>
<td></td>
<td>LTs</td>
<td>0.99%</td>
<td>2.11%</td>
</tr>
<tr>
<td></td>
<td>CUVs/minivans</td>
<td>5.56%</td>
<td>5.93%</td>
</tr>
</tbody>
</table>

Para. 3. More speculation, this time about rollovers.

Section summarizing the physical theory of vehicles and fatality risk has been added after Section 1 in both final reports. As noted in that section, reducing a vehicle’s mass without changing its roof structure would reduce the force applied on the roof once a vehicle rolls over, and thus reducing risk.

Para. 3. “Curiously…” Curiouser and curioser.

Figure 2.15 printed without labels. Could be my computer but the other graphs were fine.
Para. 2. This is probably a very important finding that needs further investigation and explanation. As figure 2.16 illustrates well, the correlations with mass and size are orders of magnitude smaller than the correlations with driver and environmental factors. This is why even small correlations with omitted or imperfectly measured control factors could be, are even likely to be, predominantly responsible for the estimated coefficients of mass and size.

Para. 2. The results for minivans discussed here could be due to what is going on inside the vehicle as much or more than the vehicle itself. How could these results be explained in terms of the vehicle itself? Figure 2.17 shows this again. The effects of calendar year dummies, which can only be considered rough approximations to unknown and various time-related factors, have much large effects than size or mass. Again in figure 2.20.

[LBNL] Text discussing unexpected results such as this one will be added to the end of Section 2 in the Final Phase 2 report.

Para. 1. “Surprisingly,....” How can side airbags, which deploy only in a crash, reduce crash frequency but not fatality risk in a crash? Only if the real effect is a reflection of who buys a CUV/minivan with side airbags and how and where they drive. There are more surprising inferences in paragraph 2 about male and female drivers. Surprising relative to what theory?

[LBNL] The coefficients for side airbags in cars have the expected effect; airbags have a small effect on crash frequency, but a large beneficial effect on risk per crash. The unexpected results for CUVs/minivans could be attributable to the relatively small number of vehicles included in the analysis. Text discussing unexpected results such as this one will be added to the end of Section 2 in the Final Phase 2 report.

The problem here is not numerical multicollinearity (numerical difficulties inverting the cross-product matrix) but the more complex problem of correlations among right-hand side variables, omitted variables, errors in variables, and correlations of included variables with omitted and imperfectly measured variables. This leads to biased estimates.

Table 3.1 cries out for inference based on joint probabilities. What is the probability of observing “success” in at least 3 out of 27 trials when the true probability of success is only 0.05. See discussion above. The probability is certainly much higher than 0.05 and probably closer to 0.5. The implication is that, taken together, these results do not show any statistically significant relationship between mass or size and risk per crash. If there were a rigorous underlying theory, the interpretation might be different (patterns of significance could matter) but there is none. Again, good graphs on succeeding pages.

[LBNL] We believe that the results in Table 3.1 (Table 3.2 in the Final Phase 2 report) speak for themselves, without having to calculate joint probabilities. Casualty risk increases with decreasing mass in more than half of the footprint deciles in only 9 of the 27 vehicle/crash combinations, and the increase is statistically significant in fewer than half of the footprint deciles in each of these 9 cases.

The statistical significance of such a relationship should be the same whether bins are used or not. Is it?
[LBNL] Because the risk of a casualty is a binary outcome for an individual vehicle, binning is necessary, either by increments of weight, make and model, or some other factor, to present the relationship between risk per VMT and weight in a plot. The relationship between risk per VMT and curb weight is statistically significant when the values for each vehicle weight bin are weighted by the number of observations in each bin.

The statistical significance of the relationship between casualty risk and weight bin has been included in a new Table 4.1 in the Final Phase 2 report.

Para. 3. R-squared is not the correct measure of statistical significance. Is the coefficient of weight significantly different from zero?

[LBNL] A new Table 4.1 has been added to both final reports which includes the statistical significance of the relationship. However, the $R^2$ value is shown to indicate that, when the data are binned by vehicle weight the relationship appears stronger than when the data are plotted by vehicle make and model, in the first column of new Table 4.2. For example, the relationship between US fatality risk per VMT and weight for individual car models in new Table 4.2 in the Final Phase 1 report (4.0%) is statistically significant; however, the $R^2$ is only 0.17. Therefore, on average the relationship is statistically significant, but there is a wide range in risk for individual car models.

Para. 2. This is perhaps the key finding of the phase I and II analyses. Control variables explain 1-2 orders of magnitude more variance than size or mass. Still, most of the variance remains unexplained and is uncorrelated with mass or size. It is very likely there is nothing going on here.

Para. 2. More evidence of correlation of mass and size with control variables and how changing definitions or excluding control variables results in important changes in the coefficient of mass and size. Such results are considered unstable.

[LBNL] Section 5.1 in the Final Phase 2 report discusses the importance of including control variables for each of the thirteen states, to account for differences among the states in reporting rates for non-injury crashes.

Para. 1. The rationale for the grouping of manufacturers is not obvious. Can you explain it?

[LBNL] The analysis has been revised to include the luxury models Lexus, Acura, and Infiniti with their nameplate manufacturers Toyota, Honda, and Nissan. An additional sensitivity was conducted using separate indicator variables for the five luxury brands Lexus, Acura, Infiniti, Cadillac, and Lincoln; see Section 5.3 in the Final Phase 2 report.

Para. 2. Yet more evidence for the instability of the model and likelihood that variables still missing from the model, plus errors in measuring the included control variables are likely biasing the inferences. The results described in this paragraph do not make sense to me. How can they be explained other than random results?
p. 50  Para. 1. More casual interpretation of results. OK, maybe, maybe not. Same for paragraph 2. The economy faltered in 2008 but the big negative effect was in 2007. The downward trend started in 2004. This correlates neither with vehicle mass changes over time nor economic growth as measured by real GDP. Idle speculation.

p. 51  Para. 1. Good discussion of the gratuitous speculation by NHTSA about the meaning of the observed correlations. This is more a Rorschach test than statistical analysis.

p. 51  Para. 2. “We have no explanation for why...” More of this kind of honest appraisal is needed in studies like these.

p. 52  More results for which there is no explanation.

p. 53  Why the interaction between calendar year dummy variables and safety equipment? The presence of the safety equipment on a particular vehicle is established. What has calendar year (not model year) to do with it? Again, one suspects spurious correlations.

p. 55  One needs to think carefully about the reasons why vehicles would be excluded. It does not appear that NHTSA did that. First line of first paragraph “used” rather than “sused”. [LBNL] Text has been changed.

p. 57  Well reasoned. It is interesting that NHTSA resisted including footprint or size in previous analyses on the grounds of correlation with mass. These results show that assertion was groundless.

p. 59  Para. 3. Rather than say risk per VMT accounts for two effects, it is better to say it includes or comprises two effects. [LBNL] Text has been changed. But this statement also ignores the important influences of drivers and environment and their potential correlations with other factors. Yes, it includes how well a vehicle can be driven, but more importantly it includes how well a vehicle IS driven. That is in there too and is very likely to be correlated with make, model, and other vehicle attributes.

p. 60  Para. 3. Here again, the conclusions are misstated. It is not a genuine “reduction” in mass, but an association with the mass of vehicles. And how does it “lead” to and increase in crash frequency? What is the theory or model that predicts this? Driver and environment are very likely mixed up in these results to an unknown but likely substantial degree. So what can we really conclude? Not this. [LBNL] Text has been changed.

As I read the conclusions and inferences I find myself asking, why?, why?, repeatedly without any sound explanations. Page 61, paragraph 3 contains more “surprising” results. Surprising because they are contrary to theory? Surprising because they are contrary to intuition? Surprising because they are random? To what can we attribute so many “surprising” results, and how many must there be before one concludes that the analysis is not revealing what we had hoped it would.

Para. 4. Again, this cries out for joint statistical inference. Three statistically significant results out of 27 is probably nothing statistically significant at all.
Para. 1. What this shows, again, is that the coefficients of mass and size are strongly influenced by which control variables are included in the model and how they are defined. These results and their implications need explanation. The bottom line is that the effects of mass and size are likely to be (after the necessary joint significance calculations are done) not statistically significant, not consistent, and not robust.

How do mass and footprint reduction (again, it’s not really reduction in the sense of designing lighter vehicles to increase fuel economy or reduce GHG emissions, the issue at hand) increase crash frequency? What is the theory? I don’t find a theory in either the NHTSA report or the phase I and phase II studies. Absent a theory, these results seem sufficiently unstable and inconsistent to be highly questionable as evidence of any relationship between mass or size and crashworthiness or crash avoidance. I think joint estimation of significance levels would provide additional support for this view.

[LBNL] Section 1.5 of NHTSA’s 2011 report summarizes the hypothetical physical relationships between vehicle mass, footprint, and societal fatality risk. LBNL has added a section summarizing this discussion at the end of Section 1 in each of the final reports.
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